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Executive summary

This is a study of neighbourhood housing markets in England in the 1990s and early 
2000s. Its main aim is to describe and account for patterns of change in housing 
market performance over this period. While there is a particular emphasis on house 
prices, the study also reviews a wider range of other aspects and measures of 
market outcomes involving social as well as private housing. 

The central question for the research is: What are the main drivers of local and 
neighbourhood housing market performance? Within this, there is a particular focus 
on the impact of new investment.

The study is relevant to a number of key policies, particularly Housing Market 
Renewal, Neighbourhood Renewal, ‘urban renaissance’, planning for greater housing 
supply within ‘Sustainable Communities’, and the promotion of home ownership and 
mixed and balanced communities (Chapter 1, Chapter 6).

Housing market patterns and changes (Chapter 2)

There are strong, well-established patterns of regional difference in the English 
housing market. The extent of these differences has fl uctuated over the market cycle. 
In London house prices are strongly peaked in the central area. However, in the rest 
of the country city centre prices are only slightly above those of surrounding urban 
areas, and lower than in the edge city and rural hinterlands. Over the whole period, 
city centres have improved their relative price performance.

The strongest price difference between neighbourhoods, however, is associated 
with deprivation, although this is less clear-cut in London. This difference is also 
refl ected in other demand indicators covering different aspects of low demand and in 
subjective indicators of dissatisfaction. 

Price changes over time show that deprived areas have improved their relative 
position somewhat over the full market cycle. In the north, the most deprived and 
affl uent neighbourhoods showed the greatest volatility. 

New social housebuilding has been concentrated in more deprived neighbourhoods. 
New private housing is more evenly distributed, previously more prevalent in 
more affl uent areas but recently much more active in deprived neighbourhoods. 
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Dwelling and household growth has been negative in the most deprived wards, with 
systematically greater growth in the more affl uent wards.

Absolute poverty has fallen since 1991, particularly in the areas with the highest 
initial poverty, and there has been a slight tendency to reducing concentrations of 
poverty. 

Transaction rates rose from 1996 to 2003–04; this increase was much more striking 
in deprived northern areas, although rates had fallen back by 2006. Housing 
transactions rates show complex relationships with demand, and also refl ect 
structural features of local markets which impact on turnover. 

Low demand across all tenures remains concentrated in the mainly deprived 
northern areas exhibiting these problems in the late 1990s. There was signifi cant 
improvement in these indicators from 2001 to 2004, with mixed performance over the 
last two years.

Drivers of market outcomes (Chapter 3)

The models used distinguish effects at two levels, the wider Housing Market Area 
(HMA) and the neighbourhood. The economy and employment are important 
examples of the wider forces driving the housing market. 

Proximity to city centres has been a positive factor recently while rural areas have 
seen lower price increases over the medium term. Urban form, expressed in terms of 
density and local greenspace, is signifi cant for both house price levels and residential 
satisfaction.

Wards which started with low prices, in absolute terms and relative to predicted 
levels, tended to see greater subsequent increases, and vice versa, suggesting 
markets do adjust to disequilibrium over time. Vacancies seem to have complex 
relationships with local market dynamics, in some cases indicating slack demand 
while in other cases being associated with speculative elements of demand.

Poverty emerges as being very important for the market status of neighbourhoods, 
and poorer areas may also display more market volatility. The evidence suggests that 
changing the housing supply can make a difference, although most of the poverty 
reduction since 1991 refl ected labour market and other factors rather than patterns of 
housing development. 
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School performance has some positive impact on the housing market, but this effect 
strongly overlaps with that of poverty and social class. Crime does not appear to 
have a signifi cant extra negative effect on the market.

Increased owner occupation has generally positive effects on neighbourhood 
market outcomes, while the effects of increased social renting are more ambiguous; 
environmental improvements may be offset by social/poverty effects. Increases in 
fl ats are associated with higher price levels and rises, particularly at locality level, 
while having some negative effects at ward level. 

Increased non-white ethnic populations seem to boost housing demand at the wider 
market level while having some negative impacts at ward level.

Local perspectives (Chapter 4)

Qualitative perspectives from local areas chime with many of the conclusions of the 
statistical analysis. There are also common themes across the diverse localities, 
concerning, for example, the importance of environment/quality of life; of status/
reputation; of access to opportunities. 

Local practitioners are positive about the idea of mixed/balanced communities while 
recognising that past patterns of development have not strongly promoted this. 
They are concerned to see a greater diversity of choices available in local markets, 
including within neighbourhoods, and including affordable options. The need to work 
together sub-regionally is generally recognised but not yet working very smoothly in 
practice.

Impacts of new investment (Chapter 5)

New private housing does have negative effects on house prices, but mainly at the 
wider HMA level where supply–demand effects predominate. At neighbourhood level 
the effects can be positive or negative, refl ecting a mixture of social, environmental 
and confi dence effects, but are generally small in magnitude. 

New social housing appears more positive than negative in its direct effects on price 
level and change, particularly at Local Authority level. The effects are rather more 
mixed at ward level. There is also evidence of generally negative impacts on other 

x
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outcomes, including indirect effects through reinforcing the concentration of poor 
households in poorer areas.

As expected, new housing has somewhat differential effects according to the state of 
the market. The negative effects at HMA level seem to be more pronounced in lower 
demand areas, suggesting that these areas are more vulnerable to oversupply. There 
are signs that initial impacts may be more negative, through disruption, in the short 
term, and this may include the impact of demolitions.

The profi tability of private housebuilding remains marginal in deprived areas of the 
north. The rate of take-up of new private housebuilding opportunities is shown to be 
generally positively related to price levels, or residual profi tability of development, 
at different levels from HMA down to ward. Nevertheless, the elasticity of supply 
is generally rather low. The absolute amount of development is strongly related to 
the amount of land made available through the planning system. Allowing for these 
factors, new build rates are lower in more dense urban areas and where brownfi eld 
land is more predominant. New social housing tends to have a positive effect on new 
private building, which may be related to the increasing role of s.106 agreements and 
the positive leverage of subsidy in the wider market. 

Case study authorities have had substantial experience with different kinds of 
regeneration activities. The perceived impacts of previous initiatives are mixed, with 
gains for individuals and parts of neighbourhood environments, but a broader sense 
of failure to really transform the social standing of many of these neighbourhoods. 
This is attributed to a mixture of insuffi cient resources, the wrong kind of resource/
unbalanced programmes, and continuing processes of selective mobility. However, 
in view of the powerful forces driving local housing markets, and wider social 
conditions, perhaps this should not be surprising. It is too early to assess the impact 
of the current more ambitious programmes of Housing Market Renewal Pathfi nders, 
although recently prices have clearly risen more in these areas than in other 
comparable areas.

xi
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1 Introduction

Study focus and objectives

This is a study of neighbourhood housing markets in England in the 1990s and early 
2000s. Its main aim is to describe and account for patterns of change in housing 
market performance over this period. While there is a particular emphasis on house 
prices the study also reviews a wider range of other aspects and measures of market 
outcomes involving social as well as private housing. 

The research sought to address the following key questions, to which there appeared 
to be no well-established, evidence-based answers at the outset.

n What are the main drivers of local and neighbourhood housing market 
performance?

n What factors are critical in determining that one neighbourhood’s housing market 
fails while another neighbourhood’s prospers?

n What is the direct impact of new housing on neighbourhood viability and success, 
distinguishing (a) social sector housing, and (b) private housing for sale?

n What associated factors infl uence the impact of new housing, where this differs 
between cases? Are there displacement effects between nearby areas?

n What forms of (new) housing provision (type, density, etc) work best in different 
settings, with what implications for future role and function of different areas?

The study has been supported by the Joseph Rowntree Foundation’s Housing and 
Neighbourhoods Committee as part of a programme of work on ‘transforming the 
prospects of poor neighbourhoods’. This refl ects a recognition that the housing 
market plays a pivotal role in the overall social functioning of neighbourhoods. 
For this reason, the study is clearly relevant to a number of key policy issues, as 
developed below. 
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Policy background

This work relates closely to the concerns of the English Housing Market Renewal 
(HMR) programme, trying to achieve a sustained improvement in the conditions 
and market performance of neighbourhoods which have been affl icted by low 
housing demand and failing markets. It also relates to the wider urban and housing 
policy agenda. A viable housing market is one crucial and necessary condition for 
transforming the prospects of disadvantaged areas. This is relevant to the wider 
housing and urban policy agenda, including the Urban Task Force concern with 
creating more positive scenarios for city living (DETR, 1999a), the Sustainable 
Communities concern with delivering new housing in ways which work in the long 
term (ODPM, 2003), and a general regeneration policy concern with securing cost-
effective, sustainable interventions in regeneration areas within different regional 
and market contexts. The recent increased emphasis on owner occupation in British 
housing policy (ODPM, 2005a), including in regeneration and relatively low income 
contexts, further underlines the importance of these issues.

The Barker Reports focus renewed attention on the issue of housing supply, new 
housebuilding and the planning system (Barker, 2003, 2004). Overall land supply 
and new build rates are under scrutiny and re-examination, partly as a response to 
the Barker Reports and partly following from earlier concerns raised in relation to low 
demand and regional imbalance. Our modelling provides some evidence about the 
extent to which varying land supply at a wider market level can affect neighbourhood 
market outcomes. 

The economic context for market renewal and housing supply policies is important, 
and Regional Development Agencies (RDAs) have an interest in housing. The 
research confi rms the signifi cance of economic variables in models of housing 
market outcomes. 

Planning and affordable housing policies have become very important, particularly in 
the higher demand areas (Crook et al., 2002; Monk et al., 2006). They are one major 
factor making for greater income and tenure mix within new housing schemes. The 
study describes the extent of mixing at neighbourhood (ward) level, and provides 
some evidence on how this is refl ected in market valuations. In this respect the 
research is complementary with other recent work by Meen et al. (2005), Allen et al. 
(2005), Green et al. (2005), Bailey and Livingston (2007) and others, much of which 
has also been supported by the Joseph Rowntree Foundation (JRF, 2006). One may 
also relate this to other dimensions of ‘mix’, particularly in terms of types of housing 
and its relationship with demographic mix (Bramley and Morgan, 2003). 
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There is a growing debate on the wider benefi ts of tenure diversifi cation, in particular 
the promotion of owner occupation, sometimes linked into a wider discourse 
on asset-based welfare/social policies (Maxwell, 2005). This parallels growing 
government policy interest in these issues (ODPM, 2005a). It can be related to a 
wider literature on ‘social capital’ in general (Atkinson and Kintrea, 2001; Green et 
al., 2005), or particular aspects of this such as neighbourhood stability (Bramley 
and Morgan, 2003) or school performance (Bramley and Karley, 2005b). This 
study contributes to some aspects of this debate, for example by looking at the 
relationships between different patterns of (re-)development, tenure and stability/
turnover. 

Housing-led regeneration was a common strategy pursued by authorities in the 
1980s and 1990s, including within major national programmes such as Single 
Regeneration Budget, Estates Renewal Challenge Fund, and (more recently) New 
Deal for Communities. We try to identify a range of such schemes/neighbourhoods 
within case study areas, contextualised by the national statistical work, although this 
is a diffi cult and complex ‘mapping’ task. Our research provides some evidence to 
contribute to a discussion of what worked and what did not. 

In the current set of Market Renewal Pathfi nders there are challenging issues being 
debated around the role of demolition, alongside restructuring and regeneration 
investments. Data available from national sources on demolition are limited but we 
hoped to get a fuller picture (down to neighbourhood level) in case study areas. 
Demolition raises many potentially diffi cult ‘implementation’ issues, including 
community engagement, compensation, Compulsory Purchase Order (CPO) 
procedures, blight/timing, treatment of cleared sites, and so forth. We were not in 
a position to investigate these in detail, but were concerned to try to gain some 
evidence on the impact of demolition from a combination of statistical and case study 
sources. 

The ‘urban renaissance’ promoted by the Rogers report (DETR, 1999a) has been in 
evidence, particularly in a number of city centre areas, with an apparent boom in city 
centre living. There is also more interest in, and some new development of ‘mixed 
use’ (i.e. housing and non-housing uses combined). We report specifi cally on the 
housing market performance of different kinds of urban locations, central and other, 
on a national basis, and then look more closely at examples in the case study areas. 
We also examine the role of access to urban centres (as well as to employment more 
generally), through both generalised measures and through case study examples. In 
some instances the prospects for markets in particular areas are seen as critically 
dependent upon new or improved transport infrastructure.
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The role of private renting has also come under the spotlight, partly because of 
the rapid growth of ‘buy-to-let’ and its particular association with certain central city 
locations, and partly because of earlier concerns about the potentially damaging role 
of irresponsible private landlords in some low demand areas (House of Commons, 
2006). As always there are serious limitations of the data we have available on 
private renting, apart from the occasional Census snapshots, but some indicators are 
examined. It is also clear that the issue of ‘second homes’ (or secondary residences) 
is a related one which is coming up the agenda, partly because of its overlap with 
buy-to-let and city centre housing investment, and this also features in our market 
modelling. 

Another aspect of urban renaissance relates to quality of life or the urban 
‘liveability’ agenda. One important contributor to this may be the urban or peri-
urban greenspace structures/networks, and the quality of these greenspaces. This 
is one important aspect of urban form and its longer term sustainability in social 
and economic terms (Bramley and Power, forthcoming; Jenks et al., 1996). The 
study does examine the infl uence of urban form and greenspace on housing market 
performance and resident satisfaction, utilising some new data and linking data in 
new ways. This evidence may be relevant to questions of how poorly functioning 
areas might be physically restructured, and on the role of different house types.

Nothwithstanding this focus on the physical, we recognise the critical infl uence 
of social conditions on the functioning of neighbourhoods as communities and as 
housing markets. The effects of poverty and deprivation are pervasive and may be 
the biggest single infl uence on the market (Meen et al., 2005). Our own modelling 
supports this view to some extent, and also provides a perspective on changes 
over time in neighbourhood poverty incidence (but see also Berube, 2005; Dorling 
et al., 2007). There are a number of mechanisms or systems through which these 
effects are mediated. An important one is education (Cheshire and Sheppard, 2004). 
Another is the role of crime and community safety, including issues of antisocial 
behaviour or low level disorder. These particular mechanisms linking poverty with 
housing market outcomes are not explored in great detail in this study, although we 
make limited reference to some key indicators, while case study examples highlight 
more specifi c cases of these relationships. 

Conduct of the study

The study was mainly carried out over a period of about 18 months from the 
beginning of 2005 to the summer of 2006. This means that the statistical data 
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analysis which forms the centrepiece of the study covers the period up to 2004, 
and back over the preceding 15 years or so. It does not purport to be an up to the 
minute monitor of the very latest market movements, although some indicators were 
updated to 2005–06 in the fi nal stages of preparation of this report. The study work 
fell into several phases.

n Identifi cation and assembly of relevant data sets (mainly refl ected in Appendix B 
of this report).

n Descriptive analysis of trends and patterns across the whole national system 
(Chapter 2).

n Development and refi nement of modelling across the national system (Chapter 3, 
also Chapter 5).

n Establishment of half a dozen local case studies, entailing interviews with local 
offi cials and collection of additional data (Chapters 4 and 5).

n Feedback event with case studies plus further analysis of additional data.

n Detailed reports on these stages have been shared with the Project Advisory 
Group (PAG) at key stages in the research, with PAG members joining the 
feedback workshop with case studies in June 2006. 

The study benefi ted from coinciding with a parallel study for Communities and Local 
Government (CLG) involving the same team, which ‘developed a system to measure 
and model housing demand’. This other project enabled access to certain data and 
the ability to explore certain modelling approaches more fully than would otherwise 
have been possible. At the same time the JRF has supported a range of projects 
which have some indirect relevance to this one, including the work of Meen et al. 
(2005) on economic segregation, of Champion et al. (2007) on migration, of Bailey 
and Livingston (2007) on population turnover, of Hickman et al. (2007) on rising 
markets, and of Dorling et al. (2007) and others on changes in poverty incidence 
over the medium to long term. The team has kept in touch with these other projects 
through reciprocal membership of PAGs and sharing of papers. 
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2 Housing market patterns and 
changes

Introduction

This chapter presents essentially descriptive data on housing market conditions 
and development across England over the last 15–20 years. There is a particular 
emphasis on house prices, but we also look at new building, dwelling type mix, 
poverty, house sales transactions, a composite measure of ‘low demand’ covering 
all tenures, and subjective measures of housing and neighbourhood satisfaction. 
The underlying data are mainly compiled at ward level, although some indicators 
are only available at Local Authority level and the satisfaction measures are based 
on individual household sample survey data. In general, for each type of measure, 
we fi rst look at patterns across regions and by types of ward within broad regions, 
distinguishing different levels of deprivation and position in an urban–rural location 
typology. We then generally look at change over time, although the time periods vary 
depending on data availability. For price changes we go back to 1988–89, the peak of 
the previous housing market cycle. For indicators based on Census data we mainly 
look at change between 1991 and 2001. For some indicators we bring the story 
up to 2003–04, refl ecting the data available during the main stage of the research. 
However, at the time of revising the fi nal report, data were obtained to update 
selected indicators to 2005–06. 

House price levels 

Figure 1 shows the basic pattern of average house prices across the English regions 
for the recent period 2003–04. Two data sources (Nationwide and Land Registry) 
are compared, and two house types shown for the second source. This fi gure shows 
the long-established regional pattern, with very high prices in London, dropping 
systematically but at a diminishing rate as one moves northwards. 

As noted in Appendix B, in comparing house prices there is a danger of comparing 
apples and oranges. Looking at prices for specifi c house types is one partial way of 
dealing with this issue.1 The ratio between the house types is relatively stable, with 
detached houses 1.44–1.80 times semi-detached prices, terraces 0.73–0.86 times 
semis, and fl ats 0.49–0.73 times semis. House prices in London are several times 
prices in the North East, but this ratio varies over time and between dwelling types. 
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Terrace prices vary more in general, particularly when the northern market is weaker, 
suggesting that this house type is more vulnerable to market weakness, and perhaps 
therefore a better bellwether of market conditions.

Figure 1 also suggests that particular mortgage lenders’ market segments may vary 
between regions. London appears to have more higher priced houses than would 
be suggested by the Nationwide data; this may include the effect of very expensive 
homes purchased without mortgages. 

Although not shown in this fi gure, the Land Registry (LR) data also indicate 
the premium on new home prices compared with mid-range (semi-detached) 
secondhand prices. In the North and Midlands, the new premium is substantial, 
45 per cent on average, and particularly in the affl uent parts of these regions. In 
the South, the new premium is smaller (about 25 per cent) while in London it is 
almost non-existent (2.5 per cent on average), particularly in the more deprived 
neighbourhoods. However, this is partly because new homes being built in London 
and the south are likely to be smaller with many more fl ats.

Another way of looking at price patterns is in terms of an urban–rural hierarchy. 
Figure 2 does this in a way which splits London and the rest of the South from 
midland and northern England. Clearly, there is a very high spike of high house 
prices in Central London. The rest of the South of England could be regarded as, in 
part, a hinterland for London. However, it should be noted that prices do not drop but 
in fact rise slightly as one moves from urban to rural areas in the South. The same 
applies slightly more strongly in the Midlands and the North, where the city centre 
premium is pretty slight. 

Figure 1  House price by type, source and region, 2003–04

500,000

400,000

300,000

200,000

100,000

0

North

Pr
ic

e 
(£

)

Yo
rks

hire
 an

d

the H
umber

North
 W

es
t

Eas
t M

idlan
ds

Wes
t M

idlan
ds

South W
es

t
Eas

t

South Eas
t

Lo
ndon

Nationwide Building
Society category 3

Land Registry
semi-detached

Land Registry
terraced

Government Office Region



8

Transforming places

These patterns, which are refl ected in land development values and the profi tability 
of development, have considerable relevance to government policy strategies 
promoting urban renaissance.

Map 1 paints a fuller geographical picture of price level.2 It shows the striking contrast 
between the large block of higher priced areas centring on London and stretching 
out into the surrounding regions, particularly to the west, and a broad swathe of low 
values across the urban north of England, but also stretching into the more rural 
east. Important pockets of higher values exist in the North, particularly in Cheshire, 
North Yorkshire, Cumbria and the North Pennines, where accessible rural commuter 
areas shade into National Parks.

Higher prices have spread into the more accessible parts of the South West, and are 
a feature of many of the coastal zones of this region, and also into the more rural 
southern parts of the West Midlands. However, it is interesting to note the relatively 
low prices across Lincolnshire and much of East Anglia. 

A further feature, which Figure 3 brings out is that, in most regions (London is a 
partial exception), prices are much lower in more deprived neighbourhoods. This 
general pattern refl ects mutually reinforcing causal factors: people with higher 
incomes use their purchasing power to live near other similar people and away from 
more deprived areas; while lower income groups have less choice and are obliged to 
live in cheaper areas among similar people. Concentrations of poverty are known to 

Figure 2  House price by type, urban–rural classifi cation and broad region, 
2003–04
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Map 1  Average house prices, semi-detached, 2003–04
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be frequently associated with a range of conditions which are likely to be negatively 
evaluated by people with choice in the housing system: crime; vandalism and 
antisocial behaviour; poor schools; poor quality shops; and so forth.

The deprivation effect on house prices is most striking in the North, while being 
somewhat attenuated in the Midlands and South, where it is rather that prices seem 
to rise more signifi cantly with affl uence (i.e. the absence of deprivation). London is 
different again, with prices peaking in the middle range of deprivation bands. This 
is probably because, in Central London especially, wards may contain contrasting 
mixtures of very up-market private housing and social rented estates housing 
predominantly poor people. 

Nevertheless, Figure 3 suggests a conclusion, which the modelling results reported 
in Chapter 3 confi rm, that poverty/deprivation is a strong predictor of low house 
prices. 

Figure 3  House prices by region and ward deprivation
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In considering house price change, it is important to recognise the broad cyclical 
pattern exhibited by the English housing market. Figure 4 shows regional movements 
in real standardised house prices (using Nationwide Building Society (NBS) data) 
since 1983. The market was in serious recession in the early 1990s, but this was 
followed by a prolonged upswing which only now appears to be reaching its peak in 
all regions. As in previous cycles, the upswing started in London, then spread to the 
surrounding southern regions, only reaching the midland and northern regions rather 
later in the period. The recent slowdown started in London, and is not yet refl ected 
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in the data for the northern regions. Therefore, for periods within this long cycle, 
price changes differ systematically by region, with larger increases for London and 
the South in the earlier part of the upswing period, but with greater increases in the 
North in the recent period. The latter are illustrated by the compression of regional 
differentials between 1989 and 1994 shown in Figure 4; a similar compression has 
been happening over the last two to three years, after a great widening in the later 
1990s.

Ideally, to establish the medium to longer term trend we should compare equivalent 
points in the cycle. We attempt to do this using NBS data from 1988–89 to 2003–04. 

Figure 5 takes a fi rst look at real annualised price changes by region over three 
different time periods, based on a mixture of the two data sources. 

In the fi rst period, from 1988–89 to 1996, prices tended to fall in most regions, 
particularly London and the South. However, there was actually a slight rise in the 
North East in this period, because this region had its boom latest and had the least 
severe subsequent recession. In the second period, prices rose strongly in London 
and the South, more moderately in the Midlands, and relatively little in the northern 
regions.

In the most recent period (2001–04), prices have risen strongly across the country, 
although now the northern and midland regions are rising faster in percentage terms, 
and the rate for London is noticeably lower, although still quite positive.

Figure 4  Real house prices by broad region, 1983–2004
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Figure 5  House price change by region and period (real annualised rates)
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Figure 6  Price change 1988–89 and 2003–04 by ward deprivation and region (per 
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Over the whole period 1988–2004, has there been any relative shift between the 
regions? Northern regions have seen somewhat greater price growth, particularly 
the North East, while southern regions (particular the East) have seen lower than 
average growth. This is also apparent from Map 2. Apart from Central London and 
a few other hotspots like Oxford, the picture is more one of greater growth in more 
peripheral locations. These include both conurbations and attractive rural areas.

We are particularly interested in price performance by deprived area status. Figure 6 
looks at nominal price changes between 1988 and 2004 by deprivation and region.
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Map 2  Average house price change, 1988–89 to 2003–04
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Perhaps the most interesting fi nding is that, in the longer run, deprived areas 
appear to have improved their market position, particularly in the poorer and lower 
demand northern areas. Figure 7 shows that this improvement tended to happen 
mainly at the end of the boom periods (i.e. 1988–96 and 2001–04). One possible 
interpretation is that these neighbourhoods are subject to a sort of ripple effect 
within regions/localities; these are the areas which the boom reaches last. There 
could be a tendency for these areas to have come more into the mainstream of 
the housing market, as the tenure shift to owner occupation advanced, and as 
regeneration efforts improved the prospects of these areas. Another aspect of this 
hypothesis, however, is that these poorer neighbourhoods contain housing which is 
most ‘marginal’ in the market. This means that it may be most vulnerable, during a 
downturn, to dropping out of the market again.

Figure 7 suggests that in the North it is the most and least deprived areas which 
show the greatest market volatility. The latter may be more affected by discretionary 
and luxury purchases in boom times. However, Figure 8 shows that in the South it is 
the moderately deprived areas which are most volatile. The overall tightness of the 
southern market may mean that no areas are likely to ‘drop out of the bottom’ of the 
market, even in a recession.

Figure 7  Relative real house price change by deprivation band, northern regions
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Note: This fi gure measures real annual change relative to broad regional benchmark change.
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Figure 9 looks at the longer-period changes by the urban–rural typology, again using 
real annual percentage relative to regional benchmark. Central London has made a 
striking gain relative to outer London. In both of the other broad regions, city centres 
have also made gains relative to other types of area. This is tangible evidence for 
the much-touted boom in city centre living, an aspect of urban renaissance. It is 
particularly encouraging that this has been quite marked in the North and Midlands. 

Figure 8  Relative real house price change by deprivation band, southern regions

Figure 9  Relative real house price change 1998–2004 by urban–rural type

Note: This fi gure measures real annual change relative to broad regional benchmark change.
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The areas which have shown less than average price growth are what might be 
termed ‘suburban’, i.e. outer London and ‘town fringe’. However, there is no evidence 
of a clear or strong trend in the relative performance of rural/village locations. 
‘Counter-urbanisation’ has been a well-established trend over quite a long period 
(Champion et al., 1998b). Effective urban policies may counter this to some extent, 
but to date other factors have probably worked the other way, particularly growing 
affl uence, car ownership and associated mobility. 

Since undertaking the main stage of the research some more recent price data have 
become available from the Land Registry. These refer to the period of the second half 
of 2005 and the fi rst half of 2006. Figure 10 provides a summary picture of prices 
in 2005–06 compared with 2003–04, breaking down by broad region and three 
deprivation bands. It can be seen that prices have continued to increase in all areas, 
with an overall increase of 16 per cent over the two years. However, the increase 
is proportionately greater in the North, and less in London and the South, and also 
greater in the more deprived wards within regions. There was a 34 per cent rise 
in deprived wards in the North, for example. The proportionate increase was even 
greater for terraced houses. Essentially, the ‘catching up’ process described above 
has continued.

Figure 10  Recent house prices by broad region and deprivation band (average 
secondhand semi-detached house price)
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New building 

Where has new housing development been taking place in the recent period? Social 
housing will be mainly determined by policy priorities; for the private sector, the 
major factors will be land made available through the planning system, including 
redevelopment opportunities, and market profi tability. Data on new private building 
sales (from Land Registry) as percentage of total dwelling stock are shown alongside 
data on new social rented lets (from the Continuous Recording System of Registered 
Social Landlord lettings (CORE)) on the same basis, for three recent time periods, 
in Figures 11 and 12. The social rented data are for slightly different (earlier) time 
periods. 
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Figure 11  New build by sector, ward deprivation and time period

Figure 12  New build by sector, time period and ward deprivation
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These fi gures demonstrate that there has been a fairly striking concentration of 
recent social housing output in the most deprived neighbourhoods; this applies 
in all regions, although less so in the Midlands recently. This confi rms one fi nding 
of Bramley et al. (2005) and Bramley and Morgan (2003), although to be fair the 
concentration has dropped somewhat in the recent period as levels of social output 
have fallen. In London, where investment has been greatest, the level of new social 
housing output in deprived areas exceeded the level of private development in the 
earlier periods. The recent emphasis on s.106 planning agreements as a mechanism 
for delivering affordable housing may be expected to bring some shift of social output 
towards more affl uent areas (Crook et al., 2002; Monk et al., 2005), although in fact 
the evidence for this in these fi gures is not clear.

For private development, the pattern of development has changed quite markedly 
over these recent time periods. Whereas in 2000–02 it was skewed towards more 
affl uent wards, by 2005–06 the rates of development in deprived wards had risen 
markedly, to equal or exceed those in the most affl uent areas. So while in the fi rst 
period in the most deprived wards three social rented units were built for every two 
private sale units, by 2005–06 one-and-a-half social units were built for every fi ve-
and-a-half private units. So there has been a pronounced shift in favour of creating 
more mixed tenure communities through new building in the most deprived wards in 
England since 2000. However, it is the change in private sector output which is more 
signifi cant here. At the other end of the deprivation spectrum, there is less evidence 
of a shift towards greater balance; private output has been maintained at a high level, 
while social output has fallen. Despite s.106, the average share of social completions 
is only about 10 per cent in the less deprived wards, compared with around a quarter 
in the most deprived wards, in the most recent period. This pattern does not vary 
greatly across the regions.

Over the longer period, it seems clear that overall development has served to 
increase the housing stock substantially in less deprived (more prosperous) 
neighbourhoods while either reducing it or not increasing it very much in more 
deprived neighbourhoods. Net change in stock refl ects demolitions and conversions 
as well as new build. This pattern is clearest in the northern regions, but applies 
across most of the country (Figure 13); only in London was this general relationship 
not found. 

Household growth (also shown in Figure 13) roughly mirrors dwelling growth. However, 
in the most deprived areas households have declined more than dwellings. This 
indicates that low/declining demand has run ahead of attempts to reduce stock through 
demolitions, and has not been reversed despite high levels of social investment. 
In other types of area, household growth tended to exceed dwelling growth. This 
illustrates the housing supply problem which the Barker (2004) report addresses.
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Figure 14 looks at the pattern of new building (up to 2004) across the urban–rural 
spectrum. Land supply constraints have restricted supply in London (particularly 
outer London), despite obviously high demand in recent years. Away from London, 
building rates for private housing are higher in the suburban (town fringe) locations, 
and in the northern regions also in rural/village locations. However, social investment 
tends to be concentrated in urban and central areas; the fi gure also shows a 
generally higher level in London. 

Map 3 confi rms a picture of counter-urbanisation in terms of household growth rates.
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Figure 14  New private and social building rate by urban–rural typology, 1998 to 
2000–04
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Map 3  Change in household numbers, 1991–2001
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The prospects for new private development in different areas will be signifi cantly 
infl uenced by its profi tability. This can be measured by estimating residual 
development values, the difference between the selling price of typical new 
dwellings and the estimated cost of developing them.3 Figure 15 summarises the 
pattern across ward deprivation bands by broad region. This indicates a strong 
contrast between deprived and affl uent areas in the North and Midlands, with new 
development highly marginal in the most deprived 20 per cent of wards. This will 
mean that not all sites are likely to be developable without subsidy, and that there 
will be downward pressure on the quality of what is built. Developers are likely to 
prefer more affl uent areas if they can get land there. In London, development values 
are high in all types of ward, making development more likely but perhaps raising 
more issues about ‘gentrifi cation’ (perhaps best countered through use of s.106 
mechanisms). These patterns are discussed and illustrated further in Chapter 5.

Figure 15  Residual development values by deprivation band and broad region, 
2004
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In addition to sheer quantitative growth or decline, there have been changes in the 
types of housing on offer in these different areas. There is a general, gradual process 
of restructuring going on, which can be seen by comparing data on house type mix 
from the 1991 and 2001 Censuses. At national level, there is a general increase 
in detached houses and in fl ats, with a decline in terraces. However, the changes 
differ markedly by area. In the North and Midlands there is a substantial increase in 
detached houses, particularly in the middle bands of deprivation, with a reduction in 
both terraces and fl ats which is more concentrated in deprived wards. In the South, 
the increase in detached houses is more muted, as is the reduction in terraces 
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(indeed there is a slight increase for deprived wards). Flats show a massive increase 
in London and a signifi cant increase in the rest of the South, in all bands except the 
most affl uent. 

One can characterise these changes as refl ecting market reactions to very different 
conditions, with a shift towards better quality, more preferred housing types in 
the lower demand areas, while in the higher demand areas people are forced to 
consume more of the housing types which may be less preferred but are more 
affordable or provideable in a congested, high price area. 

The analysis of more detailed characteristics of new Registered Social Landlord 
(RSL) lettings shows that in general deprived areas have not only received a large 
share of new social schemes but there has also been a greater share of fl ats within 
these areas, except in the northern regions. 

There is also a restructuring taking place in terms of housing tenure in different kinds 
of area. This refl ects the development processes discussed above, but also tenure 
changes within the existing stock; particularly the Right to Buy but also potentially 
movements of dwellings between the private rented and owner occupied sectors. 
Generally, deprived wards are increasing their share of owner occupation more 
rapidly than less deprived wards, while reducing their share of social renting more 
rapidly than other areas. These patterns are less clear-cut in the South of England. 
However, overall this would imply some tendency towards convergence of tenure mix. 

These patterns of housing development and change will have had mixed impacts on 
levels of socio-economic segregation. The skewed pattern of social housing output 
is likely to accentuate concentrations of lower income households. Private new build 
in deprived areas tends to be relatively low priced, as shown above. However, overall 
tenure changes imply some lessening of concentrations of poverty. 

It is diffi cult to measure poverty rates in precisely comparable fashion between 
different time periods. However, we make an attempt to do this using a combination 
of Census proxy indicators. This combination uses a fi xed weighting based on a 
predictive regression equation fi tted to Indices of Multiple Deprivation (IMD) 2004 low 
income scores (based on 2002 benefi ts data and 2001 Census). Table 1 shows the 
results of this comparison, for two ward classifi cations, one based on 1991 poverty 
scores and the other based on 2001 scores. 

Poverty measured in this way, which may be regarded as closer to an absolute 
defi nition than a relative one, fell considerably over this period. This refl ects falls in 
unemployment, renting, non-car-ownership and other factors. The fall is much greater 
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in the poorest wards, even using a classifi cation based on 2001 status. The relative 
index of poverty status falls for the poorest wards (on both classifi cations) and rises 
for the lowest-poverty wards (using the 1991 classifi cation). On this basis, we would 
conclude that the concentration of poverty at ward level in England fell slightly during 
the 1990s. 

These changes in poverty concentration are mildly encouraging, although they are 
not large. More detailed analysis suggests that only a small part of the change was 
due to housing supply changes. The larger part simply refl ects general societal 
factors reducing the incidence of absolute poverty measured in this way. These 
changes have simply had a bigger impact in those areas where there were more 
poor households to start with. 

It is also apparent from the data that minority ethnic concentration in the poorest 
areas has increased markedly over this decade. This is not quite the same as saying 
that segregation has increased, but it is likely to accompany that process as well, 
given the association between ethnicity and poverty. This increased concentration of 
minority ethnic population in deprived wards occurred in all regions. It is, furthermore, 
clear that one of the processes feeding this is the allocation of RSL lettings, where 
CORE monitoring data show a strong association between deprived wards and 
the share of minority ethnic groups among new RSL tenants. Whether this refl ects 
preference or constraint factors we cannot say without further investigation. 

Table 1  Low income poverty by ward poverty bands, 1991 and 2001
 Low income Low income Change % Relative Relative
 1991 (%) 2001 (%) points index 1991 index 2001
1991 poverty bands lispov91 lispov01 pchpov2 Relpov91a Relpov01a

Least deprived 10% 2.89 3.57 0.68 21 34
10th–25th percentile 5.56 4.96 –0.59 41 47
25th–50th percentile 8.59 6.89 –1.70 63 65
50th–75th percentile 13.96 10.75 –3.21 102 102
75th–90th percentile 22.07 16.86 –5.21 162 160
Most deprived 10% 35.58 25.27 –10.29 261 239
Total 13.65 10.57 –3.06 100 100

 Low income Low income Change % Relative Relative
 1991 (%) 2001 (%) points index 1991 index 2001
2001 poverty bands lispov91 lispov01 pchpov2 Relpov91a Relpov01a

Least deprived 10% 4.34 2.61 –1.72 32 25
10th–25th percentile 6.01 4.58 –1.42 44 43
25th–50th percentile 8.48 6.88 –1.60 62 65
50th–75th percentile 13.83 10.96 –2.87 101 104
75th–90th percentile 21.76 17.05 –4.71 160 161
Most deprived 10% 34.51 26.02 –8.49 253 246
Total 13.63 10.57 –3.06 100 100
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Housing transactions

We can analyse transactions in the housing market using two sources, the Land 
Registry and the Survey of English Housing (SEH). Our prior hypothesis would be 
that transaction rates are a barometer of the buoyancy of the housing market, with 
higher rates in areas and periods of high demand. Bramley et al. (2000) argued that 
a form of market ‘failure’, or disequilibrium, was characteristic of some low demand 
areas, where owners were simply unable to sell at any acceptable positive price. 
However, it is recognised that these patterns may be modifi ed by differences in the 
mix of stock and households in different areas, especially across neighbourhoods, 
so that for example some areas may cater for a higher turnover population (even in 
owner occupation). 

Descriptive data by region and time periods (Figure 16) broadly support this main 
hypothesis, although not very strongly. The higher demand regions (London) had 
higher transactions, especially in the earlier period. The differences were less in 
the most recent period, as demand picked up in the Midlands and North. What is 
particularly interesting is the behaviour of the poorest areas (also often the lowest 
demand areas). In general, these have higher turnover rates than areas in the middle 
of the range, and sometimes higher than the most prosperous areas. In the North, 
the transaction rate jumped sharply in the poorest areas as the market picked up in 
the most recent period. This suggests: (a) that poorer areas may be inherently higher 
turnover areas; and/or (b) when regional markets pick up, in such areas a latent 
wish to move/sell may become realisable, leading to a jump in turnover; and/or (c) 
such areas are vulnerable to speculative investor transactions. More recent data on 
transactions show a falling back in northern and midland deprived areas which had 
previously increased.
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Figures 17 and 18 show an analysis of transactions broken down by supply and 
demand source, again by ward deprivation level. The period illustrated is 2003–04, 
one characterised by a high level of transactions in deprived wards and generally. 
Other analyses for earlier years show a somewhat different profi le. These analyses 
are exploratory and possibly unique, but do provide some insights. 

Those elements of supply of transactions which contribute to the higher level 
of turnover in deprived wards are out-migration by owner-occupiers and owner-
occupiers moving to renting (Figure 17). Both of these make some sense, as 
indicators of owners who are marginal/vulnerable and/or disaffected. New build is a 
higher percentage of private sector stock in these wards in this period, but its overall 
contribution to supply can be seen to be small. Household dissolutions are diffi cult 
to measure but our best estimate shows these accounting for a larger turnover in 
poorer wards. The elements of supply which are less prevalent in deprived wards are 
owners moving around within the locality (trading up or down), and former private 
rented housing being sold. 

Figure 18 shows that the elements of demand which are relatively more important in 
deprived areas are new households buying and former renters buying (both refl ecting 
the greater affordability of these areas), and our (rough indirect) estimate of the 
demand from investors for buy-to-let or other purposes. Elements of demand which 
are less prevalent are in-migrants and local owners moving around, both of which are 
more discretionary and potentially more up-market types of demand. 

Figure 17  Supply of transactions by deprivation, 2003–04

Key to categories: EXPR, sales from former private rented; DISO, dissolution of owner-occupier 
households; LMVOO, local moves by owners; LMVOR, local moves from own to rent; OMIGO, out-
migration by owner-occupiers; NBOWN, new build for private owner occupation.
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This analysis, and similar analyses looking at other years or areas with different price 
levels, broadly confi rm that the relationship between transaction rates and demand is 
a complex one.

Incidence of low demand

‘Low demand’ housing markets and neighbourhoods have been a major focus of 
policy attention in England since the late 1990s (DETR, 1999b). Defi nitions of this 
concept are discussed in Appendix A. Previous studies measured the scale and 
incidence of ‘low demand’ in both social and private sectors using local offi cials’ 
judgements (based on criteria) and a range of indicators including vacancies, 
turnover and low house prices (Bramley and Pawson, 2002; Bramley et al., 2000). 
Bramley has identifi ed surplus social lettings using an affordability-based model 
(Bramley, 1998; Bramley and Karley, 2005a). Here we present more recent data 
using similar indicators and some additional measures.

Appendix A suggests a core defi nition for low demand as a situation where prices 
fall below replacement cost. The ‘residual development values’ illustrated in Figure 
15 represent this kind of measure, with negative or very low values indicating ‘low 
demand’. A number of wards in England have negative values, and these tend to 
be northern deprived areas; however, this number has fallen sharply since the late 
1990s.

Figure 18  Demand for transactions by deprivation

Key to categories: BTLPR: buy-to-let purchases for private rental; LMVOO, local moves by owner-
occupiers; MIGOWN, in-migrant owner-occupier purchases; LMVRO, local moves from rent to own; 
LNEWOWN, local purchases by new households.
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In searching for more comprehensive and multi-dimensional measures of demand, 
we reviewed an analysis of 39 indicators, utilising the technique of factor analysis 
which pulls out the main common ‘dimensions’ in the data.4 Taking the most 
important factors, and selecting the best representative indicator for each, we 
devised a composite indicator of ‘low demand’ comprising the following variables. 

Composite Low Demand Indicator components: terraced house price (– –); 
house price growth 1988–2004 (–); sales transaction rate (–), RSL vacancies 
(+), total vacancies (+), tenure shift (change in owner occupation, –), household 
growth (–), mobility (standardised, +)

All variables were standardised before combining and re-expressing as an index 
centred on 100. The Census mobility rate was fi rst standardised using a regression 
model to strip out the effects of tenure, demography and housing type. A more 
restricted indicator was compiled using measures which were separately available, 
but comparable, between (roughly) 1998–2001 (2001 for short), 2002–04 and 2005–
06. The purpose of this is to measure recent changes.

Comparable Low Demand Change Indicator: terraced house price (– –), 
sales transaction rate (–), RSL vacancies (+), total vacancies (+), second homes 
(–)

These low demand indicators show much higher scores for northern regions (120–
135), and particularly low scores in London (60). They are unsurprisingly high in most 
Pathfi nder areas. The ‘comparable’ indicator scores have generally fallen, particularly 
in more deprived northern areas. 

Figure 19 charts these indicators for broad deprivation bands in the North and 
Midlands. It shows marked improvements (reductions in low demand) up to 2003–04, 
particularly in deprived wards. However, in the last two years or so (up to 2005–06) 
there has been a slight deterioration in these indices in the deprived wards. Despite 
the continuing price rises, there have been adverse movements in some other 
indicators, particularly those relating to vacancies.
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Figure 19  Composite low demand indices, 2000–06

Note: ‘Comparable’ LD indicators based on fi ve variables.
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We can also show these indices for the areas which are particularly subject to 
current programmes of Housing Market Renewal, the Pathfi nder areas. Table 2 
shows the scores for three recent time periods and the changes in scores for each 
Pathfi nder, broken down according to whether wards were not in the intervention 
areas, partly or wholly within them.

In general, in the fi rst period the Pathfi nder areas had markedly higher than average 
scores (the average is around 100), and the intervention areas had higher scores than 
the remainder of these authorities. However, the differences between these sub-areas 
varied quite a lot; being less, for example, in South Yorkshire. Over the period as a 
whole, scores have fallen signifi cantly in nearly all areas, refl ecting large real term 
price increases and improvements in other indicators as well. However, in the last two 
years the changes are more mixed. Scores worsened in the Pathfi nder intervention 
areas in Manchester–Salford, Liverpool–Merseyside, Blackburn–East Lancashire 
(wards fully included) and were static in Oldham–Rochdale (part) and Birmingham–
Sandwell (part). The largest improvements since 2001 were in Newcastle–Gateshead 
(full) and Stoke–Newcastle-under-Lyme (full). In 2005–06 the highest scores were 
for Manchester–Salford (full), an area which appears to have deteriorated markedly, 
Blackburn–East Lancashire (full), Newcastle–Gateshead (full) and Oldham–Rochdale 
(full). High and increasing scores tend to refl ect vacancy rates and transaction rates. 

Map 4 shows the incidence of the broader composite low demand measure. This 
shows the expected concentrations in the urban north of England, including the 
North East, West Cumbria and the northern parts of the Midlands. Slightly more 
surprising are apparent cases in East Anglia, parts of Kent, Hampshire and the 
South West. 
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Table 2  Comparable composite low demand indices for Pathfi nder areas, 2001 to 
2005–06
Area Pathfi nder status c. 2001 c. 2003–04 c. 2005–06 Change

Manchester–Salford Not Pathfi nder area 151.5 113.3 124.3 –30.5
 Part Pathfi nder area 211.0 146.2 156.3 –61.7
 Fully in Pathfi nder area 230.0 172.7 318.2 88.2
 Total 180.2 130.5 147.6 –37.3

Liverpool–Merseyside Not Pathfi nder area 144.1 130.2 129.8 –13.6
 Part Pathfi nder area 180.0 124.6 148.5 –34.6
 Fully in Pathfi nder area 201.7 146.1 160.2 –59.7
 Total 158.8 128.7 138.7 –22.8

Blackburn–East  Not Pathfi nder area 125.9 113.6 105.3 –16.1
   Lancashire Part Pathfi nder area 177.4 146.0 132.4 –40.4
 Fully in Pathfi nder area  153.7 239.8
 Total 160.2 134.7 124.5 –31.5

Hull–East Riding Not Pathfi nder area 117.6 83.5 78.8 –38.7
 Fully in Pathfi nder area 155.6 127.9 103.9 –47.9
 Total 133.0 102.7 89.9 –42.5

Stoke–Newcastle-under- Not Pathfi nder area 128.9 118.9 108.4 –20.5
   Lyme Part Pathfi nder area 159.5 118.1 117.8 –44.9
 Fully in Pathfi nder area 248.0 206.8 137.4 –110.5
 Total 152.9 119.3 116.0 –39.6

Newcastle–Gateshead Not Pathfi nder area 121.8 105.6 94.9 –26.9
 Part Pathfi nder area 185.5 138.0 127.4 –56.2
 Fully in Pathfi nder area 329.5 240.9 186.1 –143.4
 Total 153.0 122.6 111.2 –41.6

Oldham–Rochdale Not Pathfi nder area 134.2 111.2 104.4 –29.8
 Part Pathfi nder area 157.0 136.1 135.8 –21.0
 Fully in Pathfi nder area  196.6 184.4
 Total 148.6 128.8 126.0 –24.3

South Yorkshire Not Pathfi nder area 140.9 113.5 104.1 –36.0
 Part Pathfi nder area 157.9 132.9 125.9 –38.3
 Fully in Pathfi nder area 155.4 139.4 119.2 –36.2
 Total 145.8 119.8 110.9 –36.6

Birmingham–Sandwell Not Pathfi nder area 116.7 96.2 94.4 –24.1
 Part Pathfi nder area 138.5 114.3 113.4 –31.3
 Total 121.0 100.2 98.6 –25.5

England Not Pathfi nder area 96.6 77.0 73.9 –23.4
 Part Pathfi nder area 170.0 131.2 133.2 –40.2
 Fully in Pathfi nder area 171.4 139.7 133.6 –37.3
 Total 100.2 80.0 77.2 –24.2
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Map 4  Composite low demand
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Vacancies and demolitions

In the previous section we referred to evidence that housing vacancies remain high 
and have increased recently in some low demand areas including Pathfi nder areas. 
Table 3 presents the data for Pathfi nder areas. It also includes estimates of housing 
demolitions over the same period, 2001–05. It should be noted that vacancies at 
ward level are estimated in some cases (controlled to Local Authority (LA) totals), 
while the demolition estimates are indirect estimates controlled to incomplete LA 
level totals.

Vacancies are a concrete indicator of low demand and may refl ect market 
disequilibrium or failure. However, this interpretation is complicated by two factors. 
Firstly, where there is extensive regeneration intervention, vacancies may rise 
initially as a by-product of these programmes, as blocks of housing are prepared for 
demolition or rehabilitation. Secondly, in areas subject to speculative investment, for 
buy-to-let or in general anticipation of increased values (or possibly CPOs), there 
may be an increase in vacancies held by investors. 

It is generally the case that Pathfi nder areas exhibit higher vacancy levels, as do 
deprived areas in the northern regions as a whole. Vacancy rates are particularly 
high in Manchester–Salford, Liverpool–Merseyside, Blackburn–East Lancashire, 
Newcastle–Gateshead and Oldham–Rochdale. Recent increases are apparent 
in most of these areas. For all the intervention areas as a whole, vacancies have 
increased. 

Demolitions have become a controversial issue in the context of Housing Market 
Renewal. The data on demolitions are poor, but they do indicate signifi cant demolition 
activity in many of the Pathfi nder areas. The numbers are particularly signifi cant 
in Manchester–Salford (non-intervention areas), Blackburn–East Lancashire, Hull, 
Newcastle–Gateshead (part), South Yorkshire (part) and Birmingham–Sandwell 
(non-intervention areas). 
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Table 3  Vacancies and demolitions by Pathfi nder areas, 2001–05
(percentage of stock)
  Vacant Vacant Vacant Demolition
Area Pathfi nder status 2001 2004 2005 2001–05

Manchester–Salford Not Pathfi nder area 4.30 4.75 5.27 3.01
 Part Pathfi nder area 11.25 11.31 11.54 0.34
 Fully in Pathfi nder area 10.55 13.72 33.43 0.00
 Total 7.64 8.05 9.36 1.70

Liverpool–Merseyside Not Pathfi nder area 3.07 3.20 3.82 0.00
 Part Pathfi nder area 6.33 6.75 8.22 0.00
 Fully in Pathfi nder area 6.57 7.37 9.37 0.00
 Total 4.49 4.77 5.78 0.00

Blackburn–East  Not Pathfi nder area 3.62 3.58 3.62 0.44
   Lancashire Part Pathfi nder area 7.32 7.74 6.60 1.76
 Fully in Pathfi nder area 7.45 8.35 18.50 0.00
 Total 6.19 6.48 5.82 1.34

Hull–East Riding Not Pathfi nder area 3.22 1.13 2.87 0.20
 Fully in Pathfi nder area 6.40 7.17 5.12 2.36
 Total 4.63 3.80 3.87 1.15

Stoke–Newcastle-under- Not Pathfi nder area 2.24 2.63 1.92 0.15
   Lyme Part Pathfi nder area 4.29 4.49 4.75 0.38
 Fully in Pathfi nder area 3.50 3.92 2.56 0.00
 Total 3.83 4.07 4.10 0.32

Newcastle–Gateshead Not Pathfi nder area 3.12 3.65 3.92 0.89
 Part Pathfi nder area 5.95 6.37 6.11 1.93
 Fully in Pathfi nder area 11.12 12.00 8.20 0.00
 Total 4.54 5.03 4.99 1.35

Oldham–Rochdale Not Pathfi nder area 2.39 3.07 3.25 0.38
 Part Pathfi nder area 4.27 4.99 5.27 0.86
 Fully in Pathfi nder area 11.70 10.79 14.30 0.57
 Total 3.79 4.46 4.78 0.69

South Yorkshire Not Pathfi nder area 2.99 3.54 3.51 0.87
 Part Pathfi nder area 4.24 4.97 4.28 1.39
 Fully in Pathfi nder area 4.44 4.34 3.29 0.00
 Total 3.39 3.98 3.74 1.00

Birmingham–Sandwell Not Pathfi nder area 2.98 2.87 2.83 1.63
 Part Pathfi nder area 4.42 4.26 4.22 0.94
 Total 3.30 3.18 3.13 1.48

England Not Pathfi nder area 2.97 3.07 3.14 0.28
 Part Pathfi nder area 5.91 6.27 6.28 0.91
 Fully in Pathfi nder area 6.81 7.68 8.12 1.62
 Total 3.14 3.26 3.33 0.32
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Housing and neighbourhood satisfaction

Individuals’ reported levels of satisfaction with their home or neighbourhood, 
or concern with problems in their area, as collected in large-scale household 
surveys, are more subjective data than prices or transactions, but they can provide 
complementary evidence. Data reported here are from the Survey of English 
Housing (SEH) for 2003–04 and earlier years.

Table 4 selects fi ve subjective indicators of housing/neighbourhood dissatisfaction/
problems. It seems to be the case that these indicators (all expressed as negatives) 
tend to show a pattern which is similar to that shown in previous analyses, such 
as Figure 19, namely much higher scores in the most deprived areas, within each 
region. The strongest variations are for crime and area dissatisfaction, and the least 
for ‘area got worse’. Across the regions, scores seem to be worse in London, at given 
deprivation levels, and better in the South than in the North. There is also quite a 
strong apparent relationship with density (measured at the ‘block’ level of Census 
Output Areas): denser areas (and associated housing types like fl ats) are associated 
with more dissatisfaction and problems. Modelling results reported in Chapter 3 seek 
to separate these factors out, suggesting that density per se may not be so critical as 
social factors. 

Table 4  Selected subjective dissatisfaction indicators by area type (Survey of 
English Housing, 2003–04)
 Dislike Dislike  Area got Crime  Neighbourhood
Area type house (%) area (%) worse (%) problems (%) problems (%)

Deprivation
Most deprived 10% 14.6 24.2 28.9 33.5 50.1
Next 10% 10.9 20.0 29.2 31.4 47.4
20–40% 8.0 14.1 25.4 19.2 37.9
40–60% 5.3 8.5 22.0 12.1 28.2
60–80% 3.9 5.3 20.0 8.6 21.7
Least deprived 3.3 3.9 20.1 6.5 18.9

Density
<50 RPH 4.0 5.8 18.9 8.8 21.1
50–100 RPH 4.5 8.2 21.4 11.9 26.9
100–200 RPH 6.5 10.8 24.9 15.5 31.7
>200 RPH 10.8 16.3 26.1 23.8 44.0

Region
North 5.7 10.0 21.7 14.3 29.0
South 4.7 7.0 20.8 9.5 24.3
London 10.4 15.5 29.5 21.8 40.3

Total 5.9 9.5 22.7 13.9 29.2

Notes: ‘Neighbourhood problems’ include neighbour problems, harassment, vandalism, dogs, litter, 
traffi c noise.
RPH: rooms per hectare.
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Is there any evidence that these problems are getting worse, or improving, over 
time? SEH has been running for a decade, although not all questions have been 
asked in all years. Table 5 looks at trends over the period since 1998, for three 
area deprivation categories. Broadly speaking, these data do not suggest that 
there are strong trends in these indicators over this period as a whole. With the 
relevant sample sizes, differences of less than 1.5–2.0 percentage points would not 
be statistically signifi cant. However, there is some suggestion that these negative 
indicators tended to increase up to 2000 or 2001 and then fell slightly, in both 
deprived and prosperous areas. If there really was a turning point then, this might 
be attributable to neighbourhood renewal policies or to the upswing in the housing 
market, which was noticeable in this period even in the most deprived areas.

These subjective indicators may be regarded as complementary to the harder market 
indicators discussed earlier. On the one hand, they help to explain the patterns of 
market demand revealed. On the other hand, they may capture elements of latent 
demand and preferences which have not yet been fully captured in market outcomes. 

Table 5  Dissatisfaction and mobility indicators by year and deprivation band
(Survey of English Housing, 1998–99 to 2003–04)
  Dislike  Dislike Area got 
Deprivation band Year house (%) area (%) worse (%) Moved (%)

10% most deprived 1998 17.3 8.8  9.9
 1999 15.2 10.2 16.4 10.2
 2000 16.0 10.7 28.6 9.8
 2001 18.0 9.7 24.9 10.0
 2003 15.8 9.9 25.5 9.0

Fairly deprived 1998 15.9 6.5  7.3
 1999 19.0 10.6 28.5 8.6
 2000 20.0 10.8 33.1 8.9
 2001 18.7 10.8 31.8 7.0
 2003 18.4 10.2 28.6 6.2

Most prosperous 1998 3.0 1.5  7.2
 1999 4.4 2.6 12.2 8.3
 2000 3.7 3.0 16.4 9.0
 2001 3.0 2.8 16.9 8.3
 2003 4.0 2.2 16.3 7.1
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Conclusions

In this chapter we have shown that there are strong, well-established patterns of 
regional difference in the English housing market. The extent of these differences 
has fl uctuated over the market cycle, widening in the upswing and narrowing in the 
later stages of booms and during the recession. Neighbourhood level differences and 
trends have to be assessed against this regional context. 

In London, house prices are strongly peaked in the central area. However, in the 
rest of the country, city centre prices are only slightly above those of the surrounding 
urban areas, and lower than in the edge of the city and rural hinterlands. The 
strongest price difference between neighbourhoods, however, is associated with 
deprivation, although this is less clear-cut in London. This difference is also refl ected 
in other demand indicators covering different aspects of low demand and in 
subjective indicators of dissatisfaction. 

Price changes over time show that deprived areas have improved their relative 
position somewhat over the full market cycle. This improvement happened early and 
late in the period, with a falling back in the middle period (1996–2001). In the North, 
the most deprived and affl uent neighbourhoods showed the greatest volatility. Over 
the whole period, city centres have improved their relative price performance. 

New social housebuilding has been concentrated in more deprived neighbourhoods. 
New private housing is more evenly distributed, initially more prevalent in more 
affl uent areas but recently increasing markedly in deprived wards. Dwelling and 
household growth has been negative in the most deprived wards, with systematically 
greater growth in the more affl uent wards. Absolute poverty has fallen since 1991, 
particularly in the areas with the highest initial poverty, and there has been a 
slight tendency to reducing concentrations of poverty. These changes are mainly 
attributable to general socio-economic trends rather than to the impact of housing 
investment. The profi tability of private housebuilding remains marginal in deprived 
areas of the North, while being generally high in London. 

Transaction rates have risen since 1996, but this increase was much more striking 
in deprived northern areas up to 2004, falling back since then. A breakdown 
of transactions by sources of demand and supply indicates that a range of 
factors contribute to this pattern, including out-migration, moves into renting and 
dissolutions, and on the demand side greater affordability and an upsurge of 
speculative investment in private renting. 
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Low demand across all tenures remains concentrated in the mainly deprived 
northern areas exhibiting these problems in the late 1990s. There has been 
signifi cant improvement in these indicators since 2001, but with some faltering 
in northern deprived areas and some Pathfi nder areas since 2004. This refl ects 
increased vacancies in particular.

Subjective measures of dissatisfaction present a similar picture to hard demand 
measures, while also suggesting problems may be associated with high density as 
well as deprivation. There is some indication of an improvement in these measures 
since 2001.

Key fi ndings

n House prices have shown strong cyclical fl uctuations, differing between 
regions.

n The strongest differences between neighbourhoods in prices and demand 
refl ect deprivation. 

n Prices have increased more than average in deprived areas since 1988.

n City centres have also seen higher increases.

n New social housing has been concentrated in deprived areas, but new 
private housing in these areas has increased markedly.

n Low demand remains concentrated in northern urban areas, although there 
was improvement between 2000 and 2004.
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Introduction

This chapter builds on the descriptive picture from Chapter 2 by offering explanations 
for the patterns and changes observed in the English housing market over the study 
period. The evidence presented derives from statistical modelling of key outcomes, 
particularly house price levels and changes, at different levels. The modelling 
seeks to identify and quantify signifi cant and systematic effects which link different 
factors, which we term ‘drivers’, to these outcomes. The factors considered and their 
expected effects are identifi ed in the discussion of relevant processes and models 
contained in Appendix A. The models reported in this chapter are generally fi tted to 
data for all wards in England, or all of those for which suffi cient data were available. 
However, detailed consideration of the impacts of new housing investment is deferred 
until Chapter 5.

Our theoretical view of housing markets leads us to draw a distinction between 
effects at two main levels, a broader subregional ‘Housing Market Area’ (HMA) level 
and a neighbourhood level, represented largely by wards in this study as explained 
in Appendix B. So the fi rst section of the chapter reviews some modelling based 
on a ‘panel’ model of HMAs in England over a 20-year period. At this level, the key 
drivers are mainly economic and demographic factors. Their effects are then carried 
through into the ward (neighbourhood) level analysis, discussed in more detail in 
the remainder of the chapter. After a brief review of the methodology, this discussion 
is mainly structured around groups of relevant factors as identifi ed in Appendix A. 
These factors represent a more diverse range of infl uences, including location, 
access, urban form and housing types, social conditions and local market dynamics. 
The last part of the chapter complements the predominant emphasis on house prices 
with a briefer review of the drivers of other housing market outcomes.

Sub-regional housing market area analysis

In this section we briefl y present a model of the main forces of supply and demand 
at HMA level. There is a growing consensus that this is the appropriate level at which 
the outcomes of the market should be analysed and at which strategic planning for 
new investment, regeneration and other interventions should be pitched. 
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The model is built on information for a set of areas on an annual basis over a run of 
years, that is a ‘panel’ database. It tries to capture both those effects which mainly 
operate through changes over time and also those which mainly operate through 
differences between places, in the process capturing the effects of those factors 
which vary in both dimensions at once. We believe a model of this kind is particularly 
appropriate as a basis for measuring the impact of those ‘drivers’ of local market 
conditions which constitute the main infl uences on overall supply and demand in 
different localities, for example local and regional economic changes, the labour 
market and demographic shifts. 

The panel model reported here is a development of work by Bramley and Leishman 
(2005) and Bramley (2002), which itself built on a substantial database originally 
created in an ODPM (2002) project to build a migration model for England. We have 
enhanced this in a number of respects, particularly by including more factors on the 
land supply side of the model. We have also extended the time duration of the panel 
from what was previously only about 10 years to more than 20 years, from 1983 to 
2004, thereby covering more than one whole cycle and bringing the story up to date. 

The geographical basis for this panel is a set of 90 zones which were based 
originally on the ‘old’ Health Authority areas (areas for which migration fl ows data 
were available for this period). These areas comprise the metropolitan districts 
(with just two combined), groupings of adjacent London boroughs, and the former 
non-metropolitan county areas. These 90 zones are on average pretty close in 
size to what most analysts would now look at as potential sub-regional HMAs. It 
is not claimed that these areas are an ideal set of proxies for HMAs; some (e.g. 
of the metropolitan districts) are probably too small, and some (e.g. of the larger 
counties) are probably too big. They are a compromise unit dictated by administrative 
restrictions on data availability. And at the end of the day any such unit will be a 
compromise in some sense. However, we believe that some of the procedures we 
have used in modelling, particularly the use of spatial interaction variables, help to 
deal with the consequences of imperfectly defi ned geographical units. 

The models reported here seek to explain, in the statistical sense, variations in fi ve 
key measures of local housing market outcomes:

n house price levels 

n new private building supply (completions)

n in-migration
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n out-migration

n vacancies in the private sector.

The fi ve key variables identifi ed above are modelled as a simultaneous demand 
and supply system. The standard technique of instrumental variables is used for 
this purpose. The above variables are treated as ‘endogenous’ within the overall 
system. Predicted values of these variables may appear as explanatory factors in the 
equations used to predict other endogenous variables. 

The independent explanatory variables used in the model comprise a small number 
of factors which are essentially national time series (interest rates, GDP growth), 
and a larger number of variables which vary over both time and space (income, 
unemployment, job growth, job workplace:resident workforce ratios, total population, 
social rented housing stock and new supply, social sector re-lets, new planning 
permissions, stock of outstanding planning permissions). In addition, another set of 
variables comprise measures of local characteristics which do not change rapidly 
and which are measured at one point in time (generally 1991), i.e. cross-sectional 
variables. These include measures of air pollution, climate, commuting, crime, poor 
housing quality, ethnicity, urbanisation, occupational mix, household types, and 
vacant and derelict land. 

We report now on the main fi ndings about the impact of different drivers on market 
outcomes, based on the structural equations estimated in this way. 

House prices

The model for house price levels is reasonably satisfactory, explaining 87 per cent of 
the variation in log house price. 

Spatial interaction or interdependence is quite high, with house prices very 
signifi cantly infl uenced by prices in surrounding areas. There is also a clear dynamic 
‘momentum’ effect, refl ected in positive but diminishing coeffi cients on lagged house 
price change (log difference) for the preceding three periods (years). Both of these 
fi ndings are consistent with the ‘stylised facts’ of previous research on national and 
regional house prices referred to in Appendix A. 

House prices are positively related to in-migration, as expected. There is a weaker, 
insignifi cant negative relationship with out-migration (possibly refl ecting a general 
association of turnover with higher demand). The overall size of the migration impact 
is not large. 
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More new private housing completions in the zone reduces the house price level. 
The direct size of this effect appears to be small (elasticity –0.11), although allowing 
for indirect regional and lagged effects could alter this somewhat, particularly for 
concerted supply increases. Overall this impact still looks smaller than in some 
previous versions of this model. Whole-system simulations over three years suggest 
that doubling land supply in the southern regions would reduce prices there by 5–9 
per cent.

Vacancies appear to have a positive association with prices. This is not as expected, 
although it may have something to do with speculative behaviour by investors.

Household incomes have the expected positive relationship with house prices, 
although the elasticity (0.11) is less than might have been expected on the basis of 
national models. Unemployment has the expected negative effect (elasticity –0.16). 
The relative size of the social rented sector also has a negative effect (elasticity 
–0.16). 

The mortgage interest rate is another variable which has the opposite sign to that 
expected (i.e. positive). We can only speculate about reasons for this, but over the 
period of the study high rates are generally more associated with periods of relatively 
high prices (particularly the end of the 1980s).

New build supply

Previous attempts at modelling local new build rates have generally been 
problematic, with poorer fi ts than for other equations, perhaps partly due to data 
defi ciencies with the recording of completions. The new model is an improvement 
on previous efforts, with about 70 per cent of the variance explained. The cross-
sectional part of the model explains more than the time-series part.

Output has a moderate positive relationship with output levels in surrounding 
zones. There is a much stronger effect from lagged completions, indicating a strong 
momentum (or pipeline) effect.

House prices appear to have a non-linear effect on completions, with a net negative 
effect at lower price levels but a net positive effect at higher price levels. At mean 
values the net effect is just negative. This is consistent with some other evidence of a 
very low or negligible supply elasticity in England currently (see Barker, 2004; Meen, 
1999), although not with the notion of a backward-bending supply curve (Pryce, 
1999). In a previous formulation we found some association with price change rather 
than price level.
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For vacancies there is a similar relationship; output fi rst falls as vacancies rise, 
then rises as vacancies rise to higher levels. A negative relationship is our prior 
expectation, and this still applies around the average level, but not at higher vacancy 
rates. Perhaps, again, this refl ects the kind of speculative effects mentioned above. 

As in previous work, we continue to fi nd local completion rates are strongly 
infl uenced by the supply of land with planning permissions, both the fl ow of new 
permissions and the stock of outstanding permissions. The elasticities on these 
two variables are 0.16 and 0.27 respectively. The relatively low magnitude of these 
elasticities underlines the implementation problem with delivering extra supply: just 
giving extra planning permissions does not mean they are all taken up in the short 
term.

Three other variables have signifi cant negative effects on completion rates: vacant 
and derelict land, urbanisation, and lack of central heating (a proxy for poorer quality 
housing stock). In combination these variables capture some of the diffi culties which 
have to be overcome in promoting new housing as part of the regeneration effort in 
less attractive urban areas. 

Migration

The in-migration equation explains 84 per cent of the variation, with the cross-
sectional part of the model playing a larger role. For out-migration, the model is even 
more impressive, explaining 92 per cent of the variance and with the time-series 
part of the model playing a bit more of a part. Some of the same variables appear in 
both models, while some variables differ. It is possible to report both the effect on the 
gross fl ows and the combined effects on the net migration fl ow.

In-migration rates are signifi cantly related to those in nearby zones. There is also a 
signifi cant momentum effect from lagged in-migration. For out-migration, there is not 
the same spatial effect, but the momentum effect is even stronger.

In-migration and net migration are negatively related to three of the endogenous 
variables: house price level, vacancies, and private sector output. The third of these 
effects is slightly unexpected. In addition, the house price effect is complicated 
because there is also a positive effect on in-migration from house price change. 
Other work on migration, including the migration model known as MIGMOD (ODPM, 
2002) showed that the relationship of migration with house prices is complex. This 
can be understood when we consider that speculative and precautionary motives 
may lead to positive association between in-migration and prices, at the same time 
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as normal price/affordability/value for money considerations point towards a negative 
association. 

One demographic factor, the proportion of younger single person households, has 
a strong positive effect on in-migration, but because it has an even larger impact on 
out-migration the net migration effect is negative. Clearly areas with a lot of single 
people have high turnover. Areas with a higher concentration of minority ethnic 
population have more out-migration. This may be a turnover effect related to a 
recent migrant population, or it may be a preference of the white (or minority ethnic) 
populations to locate away from areas of high minority ethnic concentration. 

Higher incomes are associated with less in-migration (gross and net), but at the 
same time high social class profi le is strongly associated with higher out-migration 
turnover. Higher unemployment in the surrounding region is associated with more 
out-migration. ‘Employment centres’ (areas with a high ratio of jobs to working age 
population) also see more out-migration; such areas may simply have more turnover, 
or they may be less attractive as places of residence. 

Higher interest rates tend to be associated with lower gross migration rates, both 
inward and outward. That would be consistent with a story of high interest rates 
reducing people’s options to move in the housing market. 

Areas with more terraced housing attract less in-migration, so to some extent 
confi rming the image of such housing as relatively unattractive and associated with 
‘low demand’. 

Vacancies

Currently this equation is the least satisfactory of the set. Only 45 per cent of the 
variance is explained, substantially less than in previous work (including lagged 
vacancies increases this substantially). The time series part of the model makes 
relatively little contribution. Further work is merited to try to improve the performance 
of this model.

Higher house prices are associated with lower vacancies, as expected (both refl ect 
a generally tighter market, where it is easier to sell or fi nd tenants). Interestingly, 
however, the change in house prices, and the square of this, both have a signifi cant 
positive effect on vacancies. This provides some support for the notion of speculative 
effects whereby investors buy and hold homes in fast-rising markets. 
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The effect of new supply on vacancies is not statistically signifi cant. The apparent 
effects of migration are the opposite of what we would expect (in-migration appears 
to increase vacancies, out-migration to reduce them). This may refl ect reverse 
causation (e.g. higher vacancies provide more opportunities for people to migrate 
into an area, and reduce the need for existing residents to move elsewhere). 

Employment growth is associated with lower vacancies, in line with expectations. 
However, the association with unemployment appears to be negative, which is more 
surprising. 

Vacancies are higher in more urbanised areas, in areas with more terraced housing, 
areas with more vacant and derelict land, and areas with a larger share of social 
rented housing. This provides something of a caricature portrait of low demand 
areas. Vacancies are also higher in areas with a larger non-white population. 

Composite factors

In order to refl ect the sub-regional market infl uences within the ward level models 
discussed below, we construct some composite indicators to capture the effects 
of groups of exogenous variables. These are based on a slightly simplifi ed version 
of the house price equation. The groups of factors used are as follows: economic 
(including labour market); social housing supply/turnover; new supply; and a residual 
factor capturing regional market dynamics (e.g. the ripple effect). Different versions of 
these are constructed to refl ect average relative conditions for the whole period and 
changes over sub-periods of fi ve years (so that changes for the relevant periods can 
be included in ward price change models for different periods). 

Ward level models

Modelling issues

The modelling reported in this section is relatively novel and ambitious, in seeking 
to explain patterns of house prices and changes across the whole set of wards in 
England. As such, it raises a number of issues for modelling, which can only be 
briefl y reviewed here. 
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The models are essentially cross-sectional, although they are fi tted to data for a 
number of different time periods between 1988 and 2004. The models come in pairs: 
fi rstly a model to predict the level of (log) prices in a base year; secondly a model 
to predict (percentage) changes from that base year to the end of the study period. 
The second model in the pair takes account of the starting point, i.e. prices in the 
base period. There is a commonsense rationale here: the lower the starting point, 
the higher the (percentage) increase likely to follow, other things being equal. While 
the fi rst model contains variables which measure the level of explanatory factors in 
the relevant period, the second model uses, where possible, measures of change 
in the explanatory factors over the period. However, not all factors can be measured 
as changes. Some change-related factors (particularly relating to new building) are 
better measured for the latter part of the period; partly for this reason, we mainly 
focus on changes up to the latest time period, but over varying durations. 

Cross-sectional models for house price levels may be likened to the well-established 
‘hedonic’ urban house price models discussed in Appendix A. However, while most of 
those models are fi tted to data for a single city or region, our models are fi tted to data 
for the whole national system. For this reason it is essential to include in our models 
measures to represent the state of the regional or HMA housing market. That is the 
purpose of the composite factors derived from the panel model referred to at the end 
of the previous section. Additional variables are included at the Local Authority (LA) 
level, to capture additional variations at this higher level, although these are for a 
somewhat narrower spatial unit. 

This modelling context may be described as ‘multi-level’ in character. Explanatory 
factors may operate at the higher HMA level or at the neighbourhood ward level, or 
potentially at both levels. There is a growing body of statistical work which addresses 
this kind of ‘multi-level’ system (Goldstein, 1995; Snijders and Bosker, 1999). Our 
approach draws on this approach to some extent, without attempting to undertake 
a full-scale, formal multi-level analysis. In other words, we test certain hypotheses 
about the possible differential effect of variables at these different levels, for example 
by splitting variables into two parts: the average score at the higher level (HMA or 
LA), and the difference of the ward from its parent higher area average. 

In the panel model for HMAs, we treated supply and demand as being 
simultaneously determined. At the ward level, we do not repeat this treatment, for two 
reasons. Firstly, the theoretical conception is not one of regarding wards as separate 
housing markets, but rather seeing them as part of a bigger system. What is being 
modelled is an array of choices within wider markets which have varying degrees of 
attractiveness, affected by a large number of attributes, and refl ected in the outcome 
prices. Secondly, the work is still relatively exploratory, and we are more concerned 
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to explore the possible effects of a large number of variables rather than to impose a 
particular theoretical structure on a small number of variables. 

There has been growing interest recently in the possibly signifi cant role of ‘non-
linearities’ in relationships between key variables, such as deprivation and house 
prices (see in particular Meen et al., 2005). Such non-linear relationships may 
capture important phenomena, such as neighbourhood externalities, market 
disequilibrium, or dynamic processes characterised by ‘tipping points’. Interesting 
though these ideas are, they do not fi t very easily with the exploratory and wide-
ranging nature of effects being examined here. So for similar pragmatic reasons to 
those given in the previous paragraph, we do not treat the search for non-linearities 
as an initial priority in this work. It may be appropriate to explore this further at a later 
stage, once the main factors have been clearly identifi ed. 

Disequilibrium is of general interest in the housing market, particularly when 
examining short-period changes over time. We also suggested in Chapter 2 that 
there may be particular issues of disequilibrium in low demand areas. We have 
explored the role of several indicators (e.g. vacancies, transactions) as potential 
markers of disequilibrium, but with rather inconclusive results. The complexity of 
factors affecting these indicators has already been alluded to. One more pragmatic 
way of refl ecting disequilbrium is included in our approach to modelling price 
change. The difference between actual price level and its predicted level in the base 
period may be regarded as an indicator of disequilibrium. If this ‘residual’ is a large 
positive number, this suggests prices at this moment are above the level expected 
from the fundamental drivers of values (and vice versa). Therefore we would expect 
change in the subsequent period to correct for this by returning prices towards their 
more fundamental value. We include this residual price in the change models, and 
it invariably has the expected negative effect. This may be regarded as a form of 
‘error-correction’ mechanism. It also has the practical advantage of compensating for 
actual measurement errors in house prices, due to small samples and the imperfect 
standardisation for house characteristics.1

Some other practical points about the price modelling should be noted. Firstly, prices 
are measured for two years of data pooled together. This is to boost sample numbers 
and increase the number of wards for which we have viable numbers. Secondly, 
wards with no transactions or very small numbers are discarded (this particularly 
affects the NBS price data). Thirdly, regression models using NBS data are weighted 
by the relative number of transactions included. When using LR data, which covers 
all transactions, we weight by the size of the ward in terms of number of households. 
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Overview of model performance

Models for price level are fi tted for six different (pairs of) years between 1988 and 
2004, three based on NBS data and three on LR data. Models for price change are 
fi tted to fi ve different time periods, all fi nishing in 2003–04, three based on NBS 
data and two on LR data. The number of wards with viable transaction numbers vary 
considerably between these analyses, as shown in Table 6. Low numbers (only a 
quarter of wards) apply to NBS data from the early-mid 1990s, when the market was 
in recession. Most wards are included in the analyses using LR data.

The number of explanatory variables included in the models varies, partly due to 
variations in the number of available indicators for the relevant periods and partly 
due to the goodness of fi t of the models. All of these models contain relatively large 
numbers of variables. This refl ects the exploratory nature of the analyses. However, 
because we have not attempted to rigorously exclude variables which may be closely 
correlated with one another, some caution should be applied in interpreting particular 
apparent effects. It is necessary to take account of the simultaneous effect of other 
variables which may be related. We have, however, tried using a factor analysis to 
boil 32 individual variables (ward and LA level, mainly change indicators) down to a 
set of eight factors which largely summarise variation in the data without themselves 
being closely correlated. These work fairly well in variant regression models.

How well the models fi t the data is indicated by the adjusted R2 statistics. These 
indicate that the levels models provide a fairly good fi t in most cases, except for the 
NBS-based model for 1993–94. The recent LR models are unsurprisingly better 
than the earlier NBS models. The models for price change are more challenging 
but more interesting. Here the fi t is generally less good, but still reasonable in most 
cases. The model for the most recent, relatively short period explains nearly half the 
variance. The models for the longer periods explain 60–70 per cent of the variance, 
even though they are based on the ‘thinner’ NBS data. For all models, including base 
period predicted and residual price substantially improves the fi t. 

Table 6  Summary of model performance
 Level Level Level Level Level Level
 1988–89 1993–94 1995–97 1997–98 2000–02 2003–04

Adjusted R2 0.729 0.250 0.871 0.825 0.932 0.913
No of wards included 4877 1996 7876 6039 7372 7357
No of explanatory variables 32 32 44 45 53 53

 Change Change Change Change Change
 1989–2004 1993–2004 1996–2004 1998–2004 2001–04

Adjusted R2 0.613 0.703 0.428 0.360 0.472
No of wards included 4538 1909 7855 6039 7372
No of explanatory variables 35 37 37 37 37



47

Housing market drivers

In reporting the results of these analyses, we concentrate mainly on the drivers 
of change, rather than on how factors perform in explaining relative price levels. 
However, where appropriate we draw out contrasts with the models for levels.

Market area level drivers

Table 7 summarises the impact of signifi cant drivers of house price change over 
different time periods, concentrating on the higher level (HMA or LA) level factors. 
Table 8 complements this by looking at the ward level factors. The table expresses 
effects in comparable units, standardised regression coeffi cients (see note to Table 7). 

The period 1988–89 to 2003–04, shown in the fi rst column, is in some ways of 
greatest interest as a picture of medium-term change, because it covers the whole 
of a market cycle. All the other periods are less than a full cycle and therefore to 
a degree distorted. However, this longer-period model is based on thinner NBS 
data, with only half the wards included. This comment applies more strongly to the 
next column. The middle column refers to change over roughly the last decade, 

Table 7  Summary of higher level effects on house price changes over different 
periods
Standardised regression  NBS NBS LR NBS LR
coeffi cients 1989–2004 1993–2004 1996–2004 1997–2004 2001–04

Housing market area level
Economy and employment 0.133 0.228 0.295 0.142 0.106
Social housing factor –0.068 –0.107 –0.112 –0.077 –0.075
New housing supply    –0.019 –0.065
Residual (regional dynamics) 0.071 0.254 0.228 0.080 0.212
North region dummy 0.141  –0.164 –0.156 0.176
Midlands region 0.108 0.034 0.019 –0.026 0.131
South West/East region –0.016 0.046 0.091 0.045 0.069
Log distance from London  –0.222   –0.013

Local authority level
Income 0.188 0.244 –0.126 –0.205 –0.154
Unemployment (2001) 0.004 0.162  –0.130
Job growth (1998–2003) 0.028 0.020 0.045 0.051
Household growth 0.025 0.036 0.034 –0.023
New private supply –0.102 –0.073 –0.010 0.024 0.075
New social supply 0.059  0.051 –0.025 –0.034
Gross international migration     0.261
Net international migration     –0.134

Notes: Each coeffi cient gives the impact of one standard deviation difference in the explanatory 
variable on the percentage change in house prices, in standard deviation units. Insignifi cant impacts 
are omitted.
NBS: Nationwide Building Society; LR: Land Registry.
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corresponding to the long market upswing, and this is based on fuller data from the 
Land Registry. The fi nal column is based on even fuller recent LR data, but only looks 
at change over a relatively short period.

The composite measures derived from the panel model (the fi rst four listed) generally 
work as expected and consistently across the time periods, although the new 
housing supply factor is rather weaker. The economy and employment factor has 
a consistently strong and positive impact. More social housing and re-lets have a 
generally negative effect.

The next group of variables capture regional effects. As explained and illustrated in 
Chapter 2, the pattern of change in the housing market operates differentially across 
different regions (often termed the ‘ripple effect’). The differing coeffi cients for the 
different broad regions capture these effects.

A number of variables are included at the LA level, generally a somewhat smaller 
unit than the HMA (although for most metropolitan districts it is the same unit). 
These test whether further, slightly more localised labour market and demographic 
effects may work. They also include new private and social housing supply factors. 
These variables do not all work consistently across the whole period. Income, for 
example, appears positive for the longer periods but negative for the shorter/more 
recent periods. We note in Chapter 4 that house price growth has been more positive 
recently for more deprived and northern areas; this modelling result is the corollary 
of that descriptive observation. It should be noted however that the income and 
unemployment factors shown here are levels, not changes. 

The LA-level job-growth factor (based on workplaces) does show a consistent 
positive relationship with house price growth. This fi nding reinforces the role of 
the ‘economy and employment’ composite, and also of a further ward-level factor 
discussed below. The household growth rate is positive in the longer period models. 

The impact of new housing will be discussed more fully in Chapter 5. In the longer 
period models, more new private housing at LA level reduces prices, but social 
renting has a more positive effect. However, these relationships appear to reverse in 
the shorter/most recent period.

The last LA level factor included, international migration, is particularly interesting 
in the context of current policy debates. However, because the data are for only one 
year at the end of the period we only test this factor in the most recent period model. 
Nevertheless, areas with more gross international in-migration have shown much 
larger recent price rises. 
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Overall, market area level drivers play a substantial part in explaining overall price 
change. Economic and labour market factors are the most important infl uences of 
this kind, with demographics and regional dynamics also playing signifi cant parts. 
This fi nding is further illustrated and underlined when we look at case studies in 
Chapter 4. 

Ward level drivers

Table 8 presents a summary in the same form of ward level drivers of price change. 

Table 8  Summary of ward level effects on house price changes over different 
periods
Standardised regression  NBS NBS LR NBS LR
coeffi cients 1989–2004 1993–2004 1996–2004 1997–2004 2001–04

Ward level
Base year predicted price –0.270 –0.081  –0.355 –0.305
Base residual price deviation –0.626 –0.665 –0.201 –0.433 –0.278
Poverty 1991 0.023 –0.252 –0.078  0.034
Change in poverty 1991–2001 –0.127 –0.244 –0.070 –0.031 0.059
Change in social rent –0.103 0.091 0.159 0.068 0.118
Change in owner occupation  0.128 0.150 0.035 0.124
Change in fl ats  0.037 0.131 0.012
Change in terraces  0.052 0.038 0.038
Change in employment rate –0.034 –0.056 –0.042 –0.035
Change in job access 0.041 0.089 0.061 0.050
Distance major centre   0.058 0.042
Within 3 km major centre   0.072 0.036 0.036
IMD Geographical Access (rural) –0.070 –0.050 0.048
Vacancy rate 1991  0.152 0.022 –0.042 0.021
Change in vacancies 1991–04  0.041 –0.057 –0.057
Change in professional and 
   management occupations –0.040 –0.130 –0.167 –0.125 –0.186
Change in non-white population –0.033 –0.039 0.037 0.030 –0.025
Change in 2nd homes    –0.025 0.019
New private 0.091   0.034
New social   0.036 0.034 0.033

Notes: Interpretation as for Table 7.
NBS: Nationwide Building Society; LR: Land Registry.
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The starting point

As proposed above, the general proposition that, where prices were high to start 
with, the subsequent increase would be less, and vice versa, is generally supported. 
This effect is broken down into two: the predicted level in the base year; and the 
residual difference of actual minus predicted (log) price. The second factor captures 
possible error correction and return to equilibrium processes. These effects are 
generally very strong in all models.

Poverty

We know from Chapter 2 that poverty/deprivation is strongly asssociated with lower 
house prices, but that poorer areas saw some relative price improvement in part 
of the study period. We would therefore expect the effect of poverty level on price 
change to vary between periods. However, we would unambiguously expect poverty 
change to have a negative relationship with price change – if an area got poorer, its 
prices would fall or increase less. These expectations are generally supported by 
rhe results in Table 8, apart perhaps from the last period. It should also be noted that 
IMD income poverty has a strongly negative effect in the price level model. 

Tenure

There is much policy interest in the role of tenure and tenure change in the fate of 
neighbourhoods, with the promotion of more ‘mixed communities’ high on many 
agendas. Tenure change is also widely assumed to be a means to changing the 
incidence of poverty, so it may be diffi cult to fully separate these factors. We would 
expect increased owner occupation to go with greater price increases, and this 
expectation is generally borne out. By contrast, we would expect increased social 
renting to have the opposite effect, because social renting is so much associated 
with poverty nowadays. However, the evidence on this second aspect is less clear 
or supportive to our initial expectation. Only in the longest time period studied does 
this relationship apply; for the shorter/more recent periods, increased social renting 
goes with greater price increases. It is not entirely clear why this is so, but various 
further hypotheses may be offered: (a) the poverty effect is picked up by the poverty 
variables; (b) increased social renting may signal wider regeneration investment; (c) 
the third tenure, private renting, may be the one which is attracting negative impacts 
in these recent periods (we cannot include all three in the same model).
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House type

We would expect house types like ‘detached’ to be preferred over terraces and 
fl ats, and that therefore neighbourhoods with a predominance of such house types 
would also be preferred. However, the model results do not appear to support this 
expectation. In general, where the proportion of fl ats or terraces has risen, prices 
rose more, and vice versa. In the price level model, fl ats has a strong positive effect 
as well. We believe that there may be reverse causation at work here. Where markets 
are tight, as in London, developers are more likely to build fl ats or town houses, 
whereas in slacker markets, as in the North, they can use land more extensively to 
build detached houses. In some models (e.g. for 1988–2004), when we split the ward 
level and LA level effects, the ward level impact of fl ats is negative while the LA level 
is positive. This would be consistent with this view about tight/slack market effects (at 
LA level) confounding quality effects (at ward level).

Employment

The measure of ‘change in access to jobs’ is based on travel to work data for 1991 
and 2001 (Coombes and Raybould, 2005). This has a consistently positive effect 
on price change, as expected. Wards where accessible job numbers increased saw 
bigger price rises. This reinforces the messages about the higher level economic and 
employment variables. However, the other employment variable included, the change 
in the employment rate (aged 16–74), seems to have generally negative effects. 
This variable is also signifi cantly negative in the price level model. This may be due 
to intercorrelation with other variables already in the model, particularly poverty, or 
perhaps because areas with higher employment rates are less middle class (i.e. less 
participation in higher education, less non-working wives) and less in the nature of 
attractive retirement areas.

City centres 

Being close to a major city centre was a positive factor for price change in the more 
recent periods. However, there was a partially offsetting factor, whereby price growth 
also appears to rise slightly with distance from such centres. These effects are also 
to be seen in the price level model. Perhaps this accurately refl ects the contradictory 
effects of centres in terms of their attraction (to some) as centres of activity and their 
less attractive environmental effects (for others). 
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Rurality

The IMD Geographical Access indicator effectively represents degrees of rurality. 
Over the longer periods, rurality appears to be associated with lower price increases, 
allowing for other factors. That may be an encouraging fi nding for those wishing 
to promote urban renaissance rather than ‘unsustainable’ counter-urbanisation. 
However, in the more recent periods there does not seem to be a signifi cant rural 
effect.

Urban form and environmental factors do not feature much in the change models, 
because most of the variables representing these are cross-sectional only, without 
any measure of change. Nevertheless, these factors are clearly important in the 
determination of price levels, both at the HMA level (using panel model results) 
and at the ward level. For example, there are strong positive relationships between 
average plot size and ratio of greenspace to dwelling areas on the one hand and 
house price levels on the other. 

Vacancies

Housing vacancies are one strong indicator of low housing demand and incipient 
abandonment, although they can refl ect other factors as well (Bramley et al., 2000). 
If the 1991 vacancy level was associated positively with price change, that would 
indicate patterns of improvement in formerly low demand areas, and vice versa. We 
would generally expect change in vacancy rate to relate negatively to price change, 
if indeed vacancies are an indicator of excess supply. However, from the earlier 
discussion of vacancies in the context of the HMA panel model, other factors may 
come into play. Table 8 shows that the initial vacancy level had a generally positive 
effect, but this diminished for more recent/shorter periods. The change in vacancies 
is positive in one model, negative in two others. If we split the LA and ward level 
effects, we fi nd that the LA level effect of vacancy change is negative while the ward 
effect is positive. This suggests that the LA level is capturing the supply–demand 
effect as expected, while the ward effect must be capturing some other factor, such 
as regeneration-related speculation. 

Again, we would reiterate a concern that other factors may be affecting vacancies, 
including buy-to-let, speculative and second home investment, and so confounding 
simple relationships with demand. Second homes, incidentally, enter the change 
model in a marginal way in the most recent periods, as well as being signifi cantly 
positive in the price level model. There has been a noticeable increase in second 
homes since 2001, both in central city and rural locations.
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Occupational mix

We include one measure of change in occupational mix of the ward resident 
population, to capture other aspects of social change. The change in the proportion 
of professional and managerial persons appears to be negatively associated with 
house price change in all periods, contrary to expectations. This variable has very 
positive effects on price levels. There may be measurement problems with this as 
a change indicator, owing to the radical changes in the way occupational class was 
measured in the 2001 Census. This variable is also intercorrelated with other factors 
in the model, particularly poverty change

Education and crime

It is often suggested that school quality and reputation have a powerful effect on 
neighbourhood housing markets, because access to good quality state schools is 
governed mainly by living in the appropriate catchment areas. This is an example of 
a more specifi c form of social neighbourhood effect on the housing market. Another 
example of such an effect, this time negative in character, would be crime (both 
objective levels of criminal activity and the reputation of areas in this regard). In this 
study we have not given detailed attention to these issues, for two reasons. Firstly, 
we regard these phenomena as being sub-categories of the broader effects of 
social factors, particularly poverty and social class mix, on housing markets; if these 
general phenomena are adequately represented in our models, education and crime 
variables may not add all that much to the explanation. This assumes, in the case of 
education, that educational outcomes are much more a product of social background 
than of school quality – schools which are labelled as poor or failing usually have 
an intake strongly skewed towards deprived groups (see, for example, Bramley and 
Karley, 2005b). Secondly, although data have recently become available at small 
area level on school performance and on crime, as part of the IMD 2004, these are 
not available yet as measures of change over the time period of our study. Therefore 
we cannot include them in models of change, which are our particular focus. 

In practice, including a measure of educational performance (average score at Key 
Stage 4, i.e. GCSE) in the house price level models for the most recent periods 
shows that this variable does have a statistically signifi cant positive effect. However, 
including this variable does not much improve the fi t of the overall model, indicating 
that it is overlapping with the explanation already contained in other variables in the 
model (e.g. poverty). In fact the size of the coeffi cient for the education variable is 
quite a lot smaller than the size of the effects of poverty and professional/managerial 
occupations. In the case of crime, the indicator has the wrong sign (we expect it to 
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have a negative effect) and is of marginal statistical signifi cance. On the basis of 
these results we believe our general approach on this issue has been justifi ed. 

Ethnic mix

Change in the percentage of the population which is non-white appears in the 
models for all time periods. Its effect is more generally negative, for the longer and 
most recent period, but with some positive effects in the period 1996–2004. This 
difference may refl ect the wider pattern of more deprived areas seeing varying price 
rises at different phases of the cycle, together with some evidence of a growing 
concentration of non-white population in deprived areas. Change in non-white 
population is negatively associated with recent job growth and positively associated 
with international migration. When we split the LA and ward level effects, we fi nd 
for the longer period (1988–2004) that the LA effect is positive whereas the ward 
effect is negative. This could mean that LAs attracting non-white populations thereby 
experience higher overall demand, but that neighbourhoods experiencing increased 
non-white concentrations show a negative market impact, possibly due to ‘white 
fl ight’ or other issues. However, for 1996–2004, the effects are positive at both levels. 

Theories of segregation suggest that both white and black groups may display some 
preference to live with others of the same colour/group, and that even quite mild 
preferences of this kind tend to lead to segregation (Meen et al., 2005; Ormerod, 
2005). How this impacts on housing markets depends upon the relative growth and 
purchasing power of the populations and any restrictions on supply or occupancy 
adjustment. 

New build

New private building has a positive impact on price change at the ward level over 
the longer and one more recent period, with no signifi cant effect in other cases. New 
social house building also has positive effects in the more recent time periods. We 
discuss new build impacts more fully in Chapter 5. 



55

Housing market drivers

Combining drivers

One of the diffi culties with interpreting some specifi c effects in these models arises 
from the tendency of many of these variables to correlate together. One response 
to this problem is to reduce the number of variables in the model, trying to select 
or construct measures which capture the main variations without being closely 
correlated one with another. We have attempted to do this for the price change 
models, as noted above, by using factor analysis to reduce 32 ward and LA-level 
measures to eight main factors. 

These combined factors may be described in the following way (with their impact on 
price changes shown in parentheses).

1 Low density, rural and suburban areas which are less accessible (negative impact 
on price change 1988–2004; more strongly positive 1996–2004).

2 Areas with improving job access, higher incomes and lower unemployment, 
generally closer to London (consistently positive).

3 Areas with a considerable amount of international in-migration, increasing non-
white population and more fl ats, again generally closer to London (strongly and 
consistently positive).

4 Areas with falling poverty, rising owner occupation and professional/managerial 
occupations (positive for whole period 1988–2004; negative for more recent 
period 1996–2004).

5 Areas with high vacancies in 1991, which have often seen falls since then 
(negative 1988–2004; positive 1996–2004).

6 Areas where detached houses have increased and terraced houses have 
reduced their shares (consistently negative impact on price change).

7 City centres (positive impact on price change, weakening a little).

8 Areas with increased second homes, also rising employment rates, good job 
access and rising owner occupation (positive 1988–2004; negative 1996–2004).
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Other housing market outcomes

The emphasis in this chapter has been overwhelmingly on house prices. However, 
it is possible to analyse some other housing market outcome measures using the 
same statistical tool of regression analysis to quantify the effect of different drivers. 
Some similarities and differences may then be drawn out. 

Transactions

We discussed the ‘anatomy’, as it were, of housing market transactions in Chapter 
2, looking at the different sources of supply and demand. Using LR data we can also 
construct transaction rates at ward level and use regression analysis to quantify the 
apparent infl uence of different local factors on these rates. 

About 44 per cent of the variance in transaction rates and changes can be explained. 
Most of the signifi cant effects can be rationalised, although there are some rather 
unexpected fi ndings. 

Transaction rates are higher where incomes are higher and economies expanding; in 
denser areas with more fl ats and terraced houses; in places with more new private 
building and more social housing turnover, and where vacancies are higher. 

Transaction rates are lower where prices are higher (controlling for other factors); but 
also where poverty is more prevalent; where there is more social rented housing; and 
further from town/city centres and in rural areas.

Between 2001 and 2004 transaction rates increased more where vacancy rates were 
high and increasing (speculative investment, again); where poverty was high; further 
from city centres and in rural areas; in London; and where there was a lot of new 
private building. 

Transaction rates decreased (or increased less) where rates were previously higher 
than predicted; where there was a lot of gross international in-migration; where the 
economy was doing well; and in the Midlands.

These fi ndings underline the argument that transactions are subject to complex and 
sometimes contradictory infl uences. It is also clear that one should not necessarily 
infer likely changes over time from cross-sectional relationships, for example relating 
to economic variables. The cross-sectional model is strongly shaped by structural 
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differences between areas in their relative propensity to display higher or lower 
turnover, associated, for example, with stock profi le and urban location. Changes in 
the 2001–04 period may refl ect particular factors operative at that time, including the 
buy-to-let boom and the belated upswing in the northern urban markets. 

The relationship of secondhand transactions with new building is interesting. It 
suggests that new build can create chains of local moves, and generally activate 
a local market. The relationship with vacancies may be a two-way one, with higher 
vacancies a frictional consequence of higher transactions as well as transactions 
and vacancies responding to possibly common factors, such as regeneration 
opportunities. 

Poverty change

The fi ndings of this chapter and the previous one show that poverty is closely 
connected to housing market outcomes. However, it can be regarded as an outcome 
in its own right. Government has become increasingly concerned about deprived 
neighbourhoods, the disadvantages they may impose on their residents and the 
wider society, and ways of reducing disadvantage, including through reducing the 
concentration of poverty itself. Direct housing interventions, through planning, social 
housing policies and regeneration schemes, can act to change the social makeup 
of an area, as well as its reputation and image. At the same time, the broader 
functioning of the housing market affects the distribution of people with different 
incomes between different areas. Poverty incidence can also change because of 
wider changes in the economy, demography, tax and benefi t systems and other non-
spatial public policies. 

The measure used of poverty concentration and change is based mainly upon 
Census proxy indicators, albeit calibrated against the IMD 2004 low income score. As 
already stressed, it is probably best regarded as a measure of absolute poverty, and 
as such it saw a considerable reduction over the period 1991–2001. A regression 
model similar to those used for house price change can account for about 80 per 
cent of the variation in poverty change. This rather overstates the extent to which the 
model provides a truly independent ‘explanation’, because some of the explanatory 
variables are the same as or related to the proxies used in constructing the index. 
Nonetheless, it still provides some insights into drivers of neighbourhood poverty 
change.

Poverty tended to increase, or fall less, in areas where: unemployment remained high 
in 2001; the share of social renting increased; household numbers grew more (at LA 
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level); vacancies increased; non-white ethnic population increased; and in London as 
well as in places much further from London. 

Poverty tended to reduce more in areas where: the initial poverty rate was higher; the 
economy grew more; employment rates fell more; accessible jobs increased more; 
dwelling stock grew more (at ward level); the share of fl ats and terraces increased; in 
city centres and also in rural areas; and where there was a lot of new private building.

Table 9 shows the quantitative impact of selected variables on the poverty rate, 
based on this model. This table confi rms that housing provision changes, as well as 
the labour market, can make a sizeable difference to ward poverty levels.

Table 9  Impact of one percentage point change in selected variables on poverty 
rate, 2001 vs 1991
Variable Impact (%)

LA unemployment rate 2001 0.260
Ward employment rate change –0.130
Ward dwelling growth 1991–2004 –0.005
New private build rate, % pa –0.314
New social build rate, % pa 0.230
Change social rent share 1991–2001 0.133

Household growth

Household growth at ward level may be regarded as another housing market 
outcome indicator. In a very basic sense, wards which gain more households may be 
regarded as more successful than wards which lose households. This is an outcome 
we would expect to be more directly related to new investment and physical changes 
in the housing stock. 

We can model household change between 1991 and 2001 in a similar fashion to 
the models presented above. We exclude from the model one variable which is so 
closely related as to render the results rather meaningless: the overall change in the 
number of dwellings. The resulting model does not have a very good fi t, explaining 
only 28 per cent of the variance, but it still provides some insights. 

Household growth is greater in areas where: 

n there is more private building

n house prices are higher
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n rural areas

n density is higher

n plot sizes are larger

n the share of detached houses increases

n vacancies were higher in 1991

n poverty increased; employment rates increased

n professional and managerial occupations increased

n non-white population increased. 

Most of these effects are as expected, except perhaps the associations with poverty 
change and with density (although this is offset by plot sizes). Household growth is 
smaller or negative where: 

n HMA-level social renting stock and turnover were greater

n HMA economic growth was greater

n there were signifi cant demolitions

n vacancies increased

n the share of fl ats increased

n the shares of owner occupation and of social renting increased

n second homes increased

n there was more new social house building

n and in London and the North. 

Again, most of these are as expected, although not the HMA level economic factor 
and the share of owner occupation. In general, however, these fi ndings indicate that 
this outcome has a negative relationship with social renting, including that new social 
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housing in a ward does not contribute to increasing the number of households in that 
ward. 

Composite low demand index

Chapter 2 provided a descriptive analysis of composite indices of low demand. These 
indices attempt to bring together a whole basket of housing market performance 
outcomes at ward level, referring to all tenures and different aspects of performance. 
They therefore combine the various indicators considered separately above, and 
some others as well. Using the ‘narrower’ index it is possible to measure change 
between 2001 and 2004, to highlight recent trends. Again, we can utilise a regression 
model to bring out what appear to be the main drivers of this composite concept of 
low demand. 

Low demand has increased, or declined less in areas where: net international in-
migration has been greater; the location is further from London; incomes are higher; 
in London itself; in rural areas; and where social renting and private renting increased 
in the 1990s. 

Low demand has reduced more in areas where: the index was initially higher (i.e. 
worse); gross international migration fl ows are greater; net internal migration infl ow 
is greater; private renting was greater in 2001; the poverty rate increased or fell less 
in the 1990s; the employment rate rose in the 1990s; where there was more private 
new building; and in the North. 

These fi ndings are interesting for the apparently strong links with international 
migration fl ows (these data are at LA level), and the relatively weak links with 
economy and employment at the HMA level. 

Subjective dissatisfaction

In Chapter 2 we reviewed a number of subjective indicators of dissatisfaction 
with home and neighbourhood from the Survey of English Housing (SEH). We 
now report briefl y on some of the main factors associated with dissatisfaction as 
voiced in this survey. The majority of the variables used are individual household 
attributes collected in the survey, including basic demographic and socio-economic 
characteristics. However, there are also some useful indicators of related features of 
the neighbourhood as reported by respondents (e.g. parking adequacy). In addition, 
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we have attached data to the survey comprising indicators of housing types and 
densities and demographic/social composition of the immediate neighbourhood, 
based on Census Output Areas (COAs). We have also attached a house price 
indicator and an overall IMD deprivation ranking and some locational information.

The models used here are logistic regression analyses, appropriate to the application 
where the variable to be explained (e.g. dissatisfaction with neighourhood) is in 
binary yes/no form. The survey data are for 2003–04, with attached Census data for 
2001. 

For dissatisfaction with area the most signifi cant predictor factors at the individual 
household level are: perceived parking adequacy (–); lone parent (+); Asian ethnicity 
(–); length of residence (+); number of adults (+); number aged under 16 (+); below 
bedroom standard (+); and aged under 30 (+). The most signifi cant neighbourhood 
area factors are: IMD deprivation (+); social renting % (+); terraced housing % (+); 
density (log of rooms/ha) (+); house price (–); non-white population % (+); London 
(+); housing vacancy rate (+); and near to bus stop (+). (A plus sign predicts higher 
odds of dissatisfaction.) All of these factors are signifi cant at the 0.1 per cent level.

For area got worse the strongest predictors are mainly individual attributes, but 
these include: moved recently (–); parking adequacy (–); and long-time resident (+). 
The most important area factors are: London (+); house price (–); distance north (–); 
village/isolated location (–); density (+); % owner-occupiers (–); and IMD (+). 

For experiencing any of a group of common neighbourhood problems the most 
signifi cant individual attributes include: parking adequacy (–); length of residence (+); 
social renter (+); lone parent (+); number of adults (+); pre-1919 home (+); black (–); 
and Asian (–). The most signifi cant area factors include: IMD (+); % terraced houses 
(+); new social completions (+); village/isolated (–); and density (+). 

This analysis paints a consistent and plausible picture in many ways. Whether 
expressed as dissatisfaction, a perception of deterioration, or a reporting of 
problems, there are a number of common negative factors, including deprivation, 
social renting, terraced housing, higher density, London/urban vs rural. Among the 
points to be noted from this analysis are the inverse associations with house price. 
Thus although we are looking at this subjective evidence as an independent point of 
reference, it does support our core focus on prices. 

Some of the individual attributes associated with dissatisfaction/problems are 
indicative of a probable association with concentrations of that type of household 
(e.g. lone parents). However, interestingly Asian and black households are less 
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likely to express dissatisfaction themselves, although areas with higher proportions 
of non-white population report more dissatisfaction. There is no simple relationship 
with age, as younger and larger households can be more dissatisfi ed but at the 
same time so can longer-standing residents. The latter group may have many ties to 
a neighbourhood and be reluctant or unable to move, but still experience negative 
features. Conventional housing market measures based on those who do move tend 
to miss out on refl ecting this group. 

The variable for perceived adequacy of car parking is very interesting, as it is a 
strong predictor in several equations. This suggests that car parking issues are an 
important factor in how people evaluate residential neighbourhoods, and hence 
in housing market choices. The challenges of parking provision in high density 
environments with high and rising car ownership are signifi cant here. 

Concluding discussion

This chapter has summarised and highlighted fi ndings from the core modelling 
work within the project, focusing particularly on the drivers of house price change. 
The modelling has been reasonably successful in establishing the drivers of relative 
house price levels, and successful to a substantial degree in extending this into the 
identifi cation and quantifi cation of drivers of change. However, there remain some 
puzzles about the models of change, concerning apparent inconsistencies between 
effects of particular variables on levels versus their effects on changes, and differing 
effects on changes for different time periods. 

The strategy of distinguishing effects at two levels, the wider HMA and the 
neighbourhood, seems to make sense both theoretically and empirically. The link 
between higher-level models, emphasising economic and demographic drivers 
of supply and demand over time and space, and neighbourhood level models 
emphasising access, urban form, neighbourhood quality and social status, has been 
established.

There is strong support in our results for the role of the economy and employment 
in driving the housing market. This makes sense both theoretically and in relation to 
practitioner perspectives.

Poverty emerges as being very important for the market status of neighbourhoods. 
However, the modelling of change also confi rms what was apparent from the 
descriptive data, that poorer areas may also display more market volatility. From a 
policy point of view, of course, the big question is how to change the poverty status 
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of neighbourhoods. The evidence suggests that changing the housing supply can 
make a difference. 

We are led to the conclusion that some of the more puzzling, or apparently 
inconsistent, features in this analysis relate in some way to the dynamics of the 
housing market as they affect different regions and types of neighbourhood. Our 
analyses are largely cross-sectional, albeit for different points in time or periods of 
time. Thus we are presenting a series of snapshots where the process of change 
and movement is frozen at an arbitrary point. The problem is that different regions or 
neighbourhoods are at different points in their processes or cycles of change when 
they appear in the same frame. This is probably the main underlying reason why 
some of the drivers appear to have positive effects in some periods and negative 
effects in other periods. Ideally we would have time series data as well as cross-
sectional data. At the moment we really only have this for the panel model at HMA 
level. 

One way of thinking of neighbourhood markets is in terms of the amount of slack 
they contain. Slack may comprise vacancies awaiting sale or tenancy, plus occupied 
stock where the owner would like to sell and/or move but fi nds it currently diffi cult 
to do so on acceptable terms. Where there is slack, increased demand may initially 
lead to increased activity without any real pressure on prices. Prices only respond 
when the slack has been taken up. When that point is reached, prices may then react 
rather sharply. 

Another way of thinking about these markets is in terms of whether they are 
perceived as a relevant option by particular groups of consumers or investors. If 
large groups of potential buyers or renters do not consider some parts of the market 
as an option, then those parts of the market will not respond to demand from these 
groups. However, if there is a change in sentiment and perception of these areas, 
then again they could be subject to a large step-change in demand. This could arise 
because of growing scarcity or unaffordability elsewhere in the market, or because 
of regeneration investment, or because of transport infrastructure improvements. An 
interesting question then arising is whether a symetrical process operates in reverse, 
when general demand is falling, or whether this kind of change acts more like a 
ratchet. 

A third perspective is that of neighbourhood spatial interaction or diffusion. Market 
demand may spread between adjacent areas in sequence. There is certainly 
evidence from our database that suggests prices in particular wards respond to 
prices in contiguous wards. It would be good to try to track these spatial effects over 
time, but our data are not yet suffi ciently detailed to do this. 
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Key fi ndings

n House prices are driven by economic and demographic factors at the wider 
HMA level, while refl ecting quality, status and access at neighbourhood level.

n Poverty is a key driver of neighbourhood market performance.

n Housing supply changes can change the poverty and market status of 
neighbourhoods.

n Markets can be more volatile in poorer areas.

n Subjective measures of neighbourhood satisfaction and problems tell a 
similar story to market data.
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Introduction 

This chapter shifts attention from generalisations about market changes and drivers 
of change to a focus on particular localities. How do these factors come together in 
different combinations to affect particular places in particular time periods? Can the 
insights from the work reported in Chapter 3 help to explain the diverse experiences 
of different local areas? Are there additional local factors at work, which can only 
be understood by local knowledge? The purpose of this chapter is to try to answer 
these questions by linking evidence from the analysis of our large-scale dataset 
with evidence from local actors. These local actors are primarily local housing, 
planning and regeneration offi cials interviewed in the six case study areas used in 
this research. Table 10 identifi es and characterises the six areas, while Map 5 shows 
their location. 

In addition, local actors may have been involved in activity which has consciously 
intervened in the local market, for example through planned new provision or 
regeneration investment. Their perception of what impact they expected these 
interventions to have and what they actually observed are also of great interest. 

In this chapter, after introducing the areas we present some summary fi ndings from 
the application of the evidence and modelling results reviewed in Chapters 2–3 to the 
particular case studies. The approach is selective and we mainly use bar charts to 
summarise the relative magnitudes. 

Table 10  Case study areas
Area Description

1 Burnley–Pendle (Elevate East  Cases of continuing low demand
 Lancashire Pathfi nder) Economically weak midland urban areas without
2 Stoke–Newcastle-under-Lyme (Renew  major successful regional city centres
 Pathfi nder) 

3 Leeds Northern/midland regional cities with major 
4 Nottingham–Broxtowe successful central areas but substantial 
  problematic areas

5 Oxford–Cherwell Economically successful southern cities but with
6 Bristol–North Somerset problem pockets
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Map 5  Location of case study areas
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Selection of case studies

We deliberately chose case studies from across the full range of local market 
conditions, including both serious cases of low demand, including Pathfi nder areas, 
and cases of very high demand. Northern and southern cities and also urbanised 
areas with no large city core were represented in the case study selection. Each 
case study is conceived as a city (or functional urban) region and therefore it 
includes a mix from central to peripheral types of neighbourhood. This approach to 
case study defi nition implied involving more than one Local Authority, for most cases, 
to capture the suburban hinterland.

Three broad types of area were included and two case studies included within each 
type. The areas and typology are set out in Table 10.

Price differences

The geographical and price variation are very apparent from material in Chapter 
2 and from comparing Maps 5 and 1. So clearly there is a very big price level 
difference between Burnley–Pendle or Stoke–Newcastle and Bristol–North Somerset 
or Oxford–Cherwell. However, based on the models described in Chapter 3, we can 
go considerably beyond that, and offer a reasonable quantifi ed picture of the relative 
importance of different factors in accounting for these differences. 

Figure 20 summarises these differences, broken down between seven types of 
factor. The quantifi cation of these effects is based on taking the effects of groups of 
variables within the regression model for house price level in 2003–04, expressed in 
£ per semi-detached house. So, for example, Burnley–Pendle has low house prices 
because all of the seven factors are adverse, although to varying degrees. The more 
important factors are regional price dynamic, regional/HMA economy and labour 
market, and unfavourable location and access. However, this area also has more 
than average poverty and a less attractive than average housing stock. Stoke is 
similar, except that the regional dynamic was more positive in this period. 
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Continuing to refer to Figure 20, Leeds can be seen to be closer to average on most 
criteria, although still slightly negative on most. Nottingham is a cross between Leeds 
and Stoke, with still a predominance of negatives. Bristol has a predominance of 
positives, with economy and regional dynamic supported by a lower level of poverty. 
Oxford is a much more extreme example of a prosperous southern area, with 
economy/employment strongly positive and low levels of poverty. 

How does this kind of comparison look at neighbourhood level? Figures 21 and 22 
compare deprived and more affl uent wards in Burnley–Pendle and Bristol–North 
Somerset. This confi rms that there is a big price difference between these ward types 
within localities, and that the biggest single cause of that is poverty; this makes a 
difference of about £30,000 in Burnley–Pendle, but no less than £90,000 in Bristol. In 
the former case the other factors are fairly uniform across the deprivation bands. In 
Bristol, however, house type mix and location/access factors somewhat ameliorate 
the impact of poverty on the poorer neighbourhoods’ price level. 

All of these comparisons suggest that the impact of new building is relatively small, 
both at locality level and for types of ward. This point will be developed further in the 
next chapter. 

Figure 20  Components of price difference in six localities
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Price changes

We now turn our attention to house price changes. Figure 23 looks at real annualised 
rates of change relative to regional benchmarks in the six areas taken as a whole, 
for the whole period 1988–2004 and for three sub-periods. For the whole period, 
deviations from the regional benchmarks are modest, but Stoke can be seen to 
have performed poorly and Nottingham and Oxford relatively well. In the fi rst period 

Figure 21  Components of price difference by deprivation band – Burnley–Pendle

Figure 22  Components of price difference by deprivation band – Bristol–North 
Somerset
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(up to 1996), Burnley–Pendle and Nottingham–Broxtowe performed relatively well. 
In the second period (1996–2001), the two lowest demand areas, Burnley–Pendle 
and Stoke–Newcastle, performed very badly, while Leeds performed particularly 
well. In the third, most recent period, Stoke–Newcastle performed better than its 
region, while Burnley–Pendle, Bristol–North Somerset and (to a lesser extent) Leeds 
performed worse than their regions. Oxford–Cherwell was similar to its region, but 
generally slightly better, in all periods. 

We now go on to illustrate the way in which different combinations of drivers affected 
these outcomes, based on the regression models for price change. Figure 24 looks 
at changes over the whole period 1988–2004 for the six areas taken as a whole. 
Regional and HMA-level economic and labour market factors were quite adverse for 
Burnley–Pendle and for Stoke–Newcastle. They were also somewhat adverse for 
Bristol–North Somerset. Regional housing market dynamics were generally positive 
for the northern and midland areas and negative for the southern areas. 

Neighbourhood housing market dynamics were a major positive factor for Burnley–
Pendle and Nottingham–Broxtowe, and to a lesser extent for Stoke–Newcastle. 
This factor includes the effects of the base position – wards which had lower than 
expected prices in the base period, and have subsequently ‘caught up’– as well as 
factors like vacancy changes. These neighbourhood dynamics were more negative 
for Leeds, Bristol and Oxford. 

Poverty changes (reductions) were particularly positive for Oxford but also for Bristol 
and Leeds.

Figure 23  Real house price growth rate relative to region
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Figure 25 breaks these effects down by deprivation level of ward for two areas, Stoke 
and Leeds. In Stoke, while the regional economic and market dynamics factors were 
uniformly negative, the neighbourhood dynamics were much more positive for the 
deprived wards while being slightly negative for the affl uent wards. Small effects of 
differences in new building are also apparent.

In Leeds, the neighbourhood dynamic was negative for the deprived wards and 
also for the affl uent wards, while being neutral for the middling wards. Poverty 
changes (reductions) were positive for the middling wards and to a lesser extent 
for the deprived wards in Leeds, while being slightly negative for the affl uent wards. 
Location–access factors were also positive for deprived wards in Leeds. 

Figure 24  Components of price change by locality, 1988–89 to 2003–04

Figure 25  Components of price change by deprivation band; Stoke and Leeds, 
1988–89 to 2003–04

New housing
development
Neighbourhood
poverty and social

Neighbourhood
housing market

Location and access
Regional housing
market

Regional economic

100

80

60

40

20

0

–20

–40

–60

Pe
r c

en
t c

ha
ng

e 
di

ffe
re

nt
ia

l

Burnley–
Pendle

Stoke–
Newcastle-
under-Lyme

Leeds Nottingham–
Broxtowe

Bristol–
North

Somerset

Oxford–
Cherwell

Locality

New housing
development
Neighbourhood
poverty and social

Neighbourhood
housing market

Location and access
Regional housing
market

Regional economic

100

80

60

40

20

0

–20

–40

–60

Pe
r c

en
t c

ha
ng

e 
di

ffe
re

nt
ia

l

–80 Stoke
deprived

Stoke
intermediate

Stoke
affluent

Leeds
deprived

Leeds
intermediate

Leeds
affluent

Area and deprivation



72

Transforming places

Figure 26 shows how these factors can play out differently for wards which are 
situated at different points on the city centre–rural continuum, this time looking at 
Nottingham and Bristol. Nottingham centre benefi ted from poverty change (reduction) 
and from a small new build effect as well as some neighbourhood dynamic and the 
common regional dynamic. The neighbourhood dynamic was much more positive for 
the fringe areas, however, very much offsetting the small negative effect of poverty 
change there. 

In Bristol centre, there again was a positive effect from poverty change, new build 
and location–access. However, the regional and neighbourhood dynamics were 
negative. At the Bristol fringe, all factors were negative, with neighbourhood dynamic 
the largest element but new building making some contribution. 

Figure 26  Components of price change by urban location; Nottingham and Bristol, 
1988–89 to 2003–04

Local actor experience and perceptions

The previous sections have analysed market change and its drivers based on 
statistical evidence. It is interesting to consider how key actors, responsible for 
strategic decision making and policy implementation, perceive change in their areas. 
Table 11 summarises perceptions of market performance in each of the six case 
study areas. Overall, perceptions of case study area market performance were 
consistent with the generally upward trends evident in all regions in the period to 
2004 (evident in Figure 5) along with the relative performance of the local market 
compared to the region as a whole. Several areas may also be refl ecting more recent 
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Perceptions of interviewees in Stoke refl ected the relative improvement in 
performance compared to other areas in the region which was evident in fi gures 
up to 2004 (Figure 23), whereas the more recent improvement in performance 
perceived in Burnley–Pendle over the last fi ve years may be picking up a more 
complex picture where the North West as a whole was performing relatively well 
(Figure 5) while Burnley–Pendle’s performance to 2004 was poorer than the regional 
average. 

Local variation is also picked up in the key actor interviews, but is not so evident 
when considering the Local Authority as a whole. Although it can be seen that 
Burnley–Pendle performed poorly compared to the regional average between 1996 
and 2004, statistics at this level include the vibrant rural edges of the boroughs which 
mask the market collapse in core areas. Pathfi nder development in these areas 
is at a relatively early stage, with, for example, master planning and demolitions 
proceeding but no new build complete. Interviewees felt that recent improvements in 
the general market performance were attributable to wider market movements rather 
than the impact of housing investment.

The perception of Leeds interviewees that the market had recently been stable after 
sharp rises in prices to 2003 may be refl ecting the fact that in the period to 2001 it 
performed better than a buoyant regional average but after that fared less well than 
the region as a whole. Bristol and North Somerset, located in a region with high 
levels of growth, had price rises of over 3 per cent below the regional average for the 

Table 11  Local actor perceptions of case study markets in early 2006
Area Comment on performance from case study

1 Burnley–Pendle (Elevate East Lancashire  Experienced an exceptional market collapse 
 Pathfi nder) related to economic trends. But characterised as 
  ‘polo effect’ with ‘vibrant’ demand on the edges of 
  borough/rural areas
  Some improvement in last fi ve years from a low 
  starting point
2 Stoke–Newcastle-under-Lyme Lowest priced area in region but better 
  performance recently
3 Leeds Extremely sharp rises in prices to 2003 followed 
  by fl attening
4 Nottingham–Broxtowe ‘Buoyant and stable’. But Nottingham’s 
  performance contrasts with national data which is
  infl uenced by administrative under-bounding of 
  the city
5 Oxford–Cherwell Strong, overheating
6 Bristol–North Somerset Overall market is ‘buoyant’ in Bristol, ‘ticking along’ 
  in North Somerset. Marked neighbourhood 
  differences

Source: Case study interviews.
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most recent period (Figure 23) and markets were considered to be either buoyant 
or ‘ticking along’. Oxford consistently performed a little better than a well performing 
region and the market was described as strong or overheating. 

Nottingham interviewees believed that the Nottingham market area performed better 
than it appears from national fi gures, which show performance below the regional 
average since 1996, because the administrative area omits signifi cant suburban 
areas where prices have been buoyant.

Local perspectives on housing market areas

Local perspectives provided some validation of the approach to case study selection. 
Notably, if unsurprisingly, the defi nition of markets was sub-regional rather than 
Local Authority based. Increasingly local authorities were working on a sub-regional 
basis in areas such as housing needs analysis, but administrative and funding 
frameworks did not always fi t well with these developments. For example, one Local 
Authority noted that strategic partnership working had been developed amongst a 
group of associations which was different from the sub-region used by the Housing 
Corporation when it came to funding. 

Tight bounding of local authorities was seen as a constraint in acting strategically. 
This was noted by a number of the cities and impacted on issues such as planning 
and funding school provision and site availability for housing. The pairs of authorities 
used in the research were seen as useful, but some of the city interviewees 
emphasised that a full picture of the market area could only be gained by considering 
a number of surrounding local authorities along with the city.

Market area defi nitions used by local authorities were based on issues such as travel 
to work and housing choice/search and these varied for different income/occupation 
groups. Defi nitions were also complex in that they were both nested and overlapping. 
This is evident when comparing cities and smaller neighbouring authorities where 
the latter will draw on a much smaller area in terms of house search and commuting 
but may also have stronger links to another neighbouring authority than the city does.

Lessons from the case studies

Lessons from the case studies, about the impact of different factors on local housing 
markets and related outcomes, are grouped into a set of themes. These are:
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n location environment/image 

n transport and access

n housing mix and quality

n education

n community issues

n economic and related issues

n policies

n impact of regeneration.

The last of these relates to investment and so is discussed in Chapter 5. The 
remaining themes provide the focus for the remainder of this chapter. For each 
theme, we provide a tabular summary of the main factors, in Tables 12–20. We then 
explain and comment on these elements.

Scale of impact

Case studies were selected which exhibited either high or low demand and which 
can be conceived of as relatively successful or unsuccessful areas. In exploring 
the issues which help or hinder the performance of housing markets it is clear that 
impact can be at a variety of scales. Within the case studies a clear distinction was 
drawn between the performance of the housing market as a whole and the varying 
performance of individual neighbourhoods within that market. The framework for case 
study analysis is therefore to examine positive and negative factors at two scales: 
housing market area and neighbourhood/local area.

Tables 12–20 set out positive and negative features highlighted by interviewees. It 
should be noted, however, that for almost every positive feature, the absence of that 
feature could be added to a list of negatives and vice versa. The approach taken 
here is only to list those features which are actually mentioned by interviewees 
as impacting on their areas, rather than features which would theoretically have 
an impact. For example, good quality open space within the city was highlighted 
as a feature which made a case study area attractive and one could assume that 
the absence of quality open space would be unhelpful. As none of the case study 
interviewees suggested that this was a problem in their area it is not listed here.
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Location environment/image 

Table 12  Location environment/image – housing market area
Positive Negative

Good quality of life Stigma
Landscape Links to attractive alternative areas
Leisure/recreation opportunities Lack of vigorous retail
Heritage/cityscape
Good quality open space within the city
Vigorous retail

Table 12 highlights the environmental and locational factors at the broader spatial 
scale. At national and regional scales, places are in competition with each other. The 
overall perception of quality of life will be an overarching consideration which may 
attract new residents or entice people to stay. Conversely, a negative, stigmatised 
reputation could lead people and companies to overlook an area in searching for 
locations for work, a home or investment. This emphasis on image and reputation in 
a competitive arena is rather striking. It has to be said that the statistical models can 
only measure and capture these factors in a limited way.

Surrounding landscape quality can be associated with the attractiveness of a place, 
as was evident in the Bristol–North Somerset case study. However, in the Burnley–
Pendle area, outstanding landscape was not felt to be overcoming the stigma 
associated with negative images of the area. One of the strategies of the renewal 
Pathfi nder was to capitalise on this landscape and promote the area, as had been 
done in neighbouring valleys in the Pennines.

In a similar way, attractive urban features were a positive aspect of cities like Oxford 
and Bristol. In Nottingham, traditional lace making factories had been redeveloped 
to form a vibrant city centre. Again in Burnley, the potential of the core areas as a 
heritage and canal centre which could in part answer ‘what is modern day Burnley 
for?’, form part of the longer-term regeneration plans for the area.

Successful large cities such as Leeds have developed retail as a source of jobs 
and generator of income through spending. In the South West, Weston-Super-Mare 
in North Somerset found itself in competition with out of town retail on the edge of 
Bristol. The location of a large mixed retail development with cafes and restaurants, 
on the city edge with good motorway links, was seen as a threat to retail revival.

Table 13 identifi es locational, environmental and image factors at a neighbourhood 
scale.



77

Change in six locations

Within the mainly urban case study areas, being in an area considered to be in 
countryside is a positive factor for a neighbourhood. It should be noted that because 
of their location none of these countryside areas are deep or remote rural areas.

Positive features of neighbourhoods related strongly to their reputation locally (this 
reputation may refl ect social conditions as well as, perhaps more strongly than, 
physical features). Being more attractive than a neighbouring area was important. 
Sometimes well performing and poorly performing neighbourhoods could be 
adjacent; for example, in one generally low demand area, properties on one side of a 
motorway fl yover were unsellable or worth only around £10,000, but on the other side 
of the motorway were worth more than £100,000. In this way, some areas would also 
be attractive to new development whereas neighbouring areas were not.

Development associated with urban renaissance was noticeable in a number of 
case studies. This included conversion of historic city centre buildings, sometimes to 
housing but also to cultural, arts and leisure uses or to offi ce space. In some areas 
this was associated with waterfront development. This renaissance was seen to have 
a knock-on effect to previously unpopular housing areas around town centres which 
were now within easy walking distance of reinvigorated city or town centres. These 
examples confi rm some of the fi ndings from the statistical modelling.

Certain neighbourhoods were criticised for poor layout which was associated with 
crime and fear of crime. This included a lack of a sense of ownership on the part of 
residents which was exacerbated by lack of well planned open space.

Specifi c external nuisance from railways and roads was cited as leading to poor 
environment in some areas which impacted on the local housing market. Lack of 
facilities was also seen as a negative feature of some mainly Local Authority estates.

Table 13  Location environment/image – neighbourhood/local area
Positive Negative

Countryside location Neighbourhood stigma
Attractive location for new developments Competition from development elsewhere
Relative attractiveness compared to others locally Relative unattractiveness compared to others 
 locally
City centre redevelopment/‘urban renaissance’ Poor estate layout
Proximity to regenerated areas Lack of local facilities
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Transport and access

Good transport links beyond the city and to the rest of the country were important to 
an area’s overall competitiveness (Table 14). Motorway and rail links were cited as 
being particularly important. However, in the Burnley–Pendle area, building of the 
M65 had not overcome the belief of interviewees that the area was very much on the 
periphery.

Table 14  Transport and access
Positive Negative

Housing market area
Good connectivity Low connectivity
High quality public transport Poor quality public transport
 Congestion

Local/neighbourhood area
Proximity to motorway junction Poor linkages to other parts of the city
 Lack of access to good public transport

Within cities lack of integrated transport systems led to congestion which was seen 
as a drag on growth. This may be more of a problem for more buoyant, growing 
areas, although such problems are tending to increase in all areas.

A recurring theme in a number of case studies was that housing and economic 
development was frequently focused around motorway junctions. Conversely, 
neighbourhoods which had particularly poor access to the city centre and to these 
edge-of-city economic opportunities tended not to be attractive for development, and 
were also associated with lower incomes and poorer employment opportunities.

Housing mix and quality

Table 15  Housing factors at market area level
Positive Negative

Range of housing options Poor quality housing
High quality older buildings Lack of range of housing options
Resources for local authority stock Low income owner occupation
Resettlement of refugees and asylum seekers in  Lack of affordable housing
social housing
 Time lag between regeneration activity and 
 improvement in neighbourhoods
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The most important positive housing factor in an area, from those listed in Table 15, 
was the existence of a range of housing options. This range related to affordability 
and also to house type. A preponderance of older terraces which did not meet 
current aspirations was a problem for some of the case study areas. Linked to lack of 
affordable options, some areas were characterised by low income owner occupation 
which contributed to the decay of the stock, where people could not afford 
maintenance and could not move to suitably sized properties. Where regeneration 
had occurred, it was noted that areas did not turn around quickly and that during the 
period of regeneration, demolition and clearance led to a worsening of problems in 
the short term.

The existence of high quality older buildings which could be converted to housing 
use was an asset in some of the areas.

Local authorities’ ability to invest in improving the public sector housing stock was 
important at both the housing market and neighbourhood level. In some cases 
investment could only be achieved through stock transfer and some authorities 
continued to own and manage their stock. One Local Authority commented that 
the arrival of refugees and asylum seekers increased demand for its stock in areas 
which had previously been less popular (Chapter 3 also notes some statistical links 
between migration measures and market outcomes).

Local areas which had been attractive to new private developments were seen as 
successful in the main (Table 16). However, this situation was complicated where 
there was an oversupply of housing. In some areas, existing older housing had 
become less popular after new build activity in the area. Both of these fi ndings are 
consistent with the modelling evidence reported in Chapter 5.

Table 16  Housing factors at neighbourhood/local area
Positive Negative

Private sector housing development Over supply
Range of affordable housing options Lack of choice
Management initiatives Poor HMO management
Local authority lettings policies Poor management and lettings in social housing
Tenant participation Lack of demand for particular house types
Investment in facilities on local authority estates Abandonment and high vacancy rates
 Time lag between regeneration activity and 
 improvement in neighbourhoods
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Lack of choice of housing was a problem at a local level as well as over the 
whole market area. Some types of housing, including bedsit accommodation and 
pensioners’ bungalows in city areas, were repeatedly cited as unpopular, and there 
were programmes of demolition and replacement with more suitable accommodation 
in some case studies. Multi-storey buildings were unpopular in some areas but not 
universally so. 

Abandonment and high vacancy rates were part of a downward spiral in some 
neighbourhoods and were also a temporary issue in areas of regeneration. The 
statistical evidence refl ects this as well, although it appears that vacancies can also 
be high in higher demand areas, such as city centres, where there is a degree of 
speculative investment.

There were particular issues of investment and management in Local Authority 
estates. Intensive management and encouragement of tenant participation had 
been useful in maintaining or increasing the popularity of estates. Lettings initiatives 
including Choice Based Lettings were said to have contributed positively to 
estates, whereas insensitive management and lettings policies which concentrated 
homeless applicants and people with high levels of need in areas were said to 
have undermined such areas. Investment in social and other facilities on estates 
contributed to their popularity.

We had hoped to obtain more data from case studies on the volume, timing and 
location of investment in their own stock. This proved to be more or less impossible 
to obtain in a systematic way. For this reason we have no real statistical evidence to 
bring to bear on this issue.

Education

Table 17 summarises educational issues raised in the case studies.

Table 17  Education
Positive Negative

Housing market area
Successful schools Competition from private schools/other areas
Investment programmes
Higher/further education institutions

Local/neighbourhood area
Successful/popular schools Poor quality/reputation of local schools
Investment in schools Falling school rolls
 Lack of investment
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Successful schools were seen as an important asset at the Local Authority level. 
Some city local authorities in particular were concerned that parents chose to send 
their children to school in neighbouring suburban areas. In some areas competition 
was with fee-paying schools within the city boundary. Several local authorities had 
major school building and improvement programmes designed to tackle these issues. 

These issues were also seen as important at the local or neighbourhood level. 
Depopulation within an area contributed to loss of pupils from local schools, 
and falling school rolls threatened the viability of some schools. New housing 
development was associated with a need for extra school places and developers 
were often expected to contribute to these.

The relationship between the quality of schools and the attractiveness of an area 
was complicated. It was undoubtedly true that many parents who could afford to live 
in areas with schools having good reputations chose to move to those locations. 
On the other hand, schools with good reputations and good Ofsted reports did 
not necessarily act as an attraction to an area as a place of residence, and in 
some declining areas such schools still saw falling numbers of pupils. This would 
presumably depend on the level of demand and choices available; for example, in 
pressured areas of inner London with limited ‘good’ school options, such schools/
areas might become very sought after. 

These somewhat ambiguous messages are consistent with the evidence from 
Chapter 3 on the role of educational performance as a housing market driver; 
schools make some difference but, on the whole, schools refl ect the social profi le of 
their catchments. 

The existence of higher and further education institutions was seen as positive in 
encouraging inward investment, increasing local skills and attracting skilled people 
and jobs to the area. Some of the lower demand case study areas had plans to work 
with higher education institutions to develop bases in towns as part of regeneration 
initiatives.

Community issues

Unlike the other factors considered in this chapter, community issues were seen to 
act almost exclusively at the neighbourhood/local level (Table 18). 
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One of the key themes which emerged was that balanced communities with a mix of 
household types and income levels were seen as successful by interviewees. This 
was despite the fact that many of the new housing areas were largely mono-tenure 
and lacked variety of house type. In some areas, developments completed in the 
late 1990s were seen as being essentially successful in other respects but lacking in 
tenure or income diversity. 

Unbalanced communities, where the population was ageing or otherwise had 
concentrations of economically inactive people, were also seen as problematic. 
Initiatives sought to build the economic and social capacity in areas of deprivation.

One particular facet of diversity was the concentration of students in certain areas 
of cities. This was felt to be problematic where it led to the displacement of other 
types of household and skewing of local amenities to the needs of students, for 
example through reduced numbers of schoolchildren. Conversely, it was seen as a 
positive factor in inner city areas in particular, leading to vibrancy, use of facilities, 
and attracting a population to areas where many other households would not wish to 
live. Students did not emerge as a consistently strong factor, positive or negative, in 
the statistical modelling. This may be consistent with this mixed story from the case 
studies.

Antisocial behaviour issues, including drug taking and fear of crime, were increasing 
concerns in some areas. 

Economic and related issues

These are presented in Table 19. Housing markets were affected by the performance 
of the economy in the area in ways which might be expected, with growth in 
employment, especially high paid employment leading to increased pressure 
on house prices. This and the associated in-migration to the areas was viewed 
positively, while the presence of developable land for new housing acted to contain 

Table 18  Community issues – neighbourhood/local area
Positive Negative

Balanced community Ageing population
Engagement of young people Concentrations of antisocial behaviour/fear of 
 crime
Capacity (-building) of local community Drug problems
Student housing Student housing
 HMO concentrations
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the pressure on the housing market to some extent. These perceptions are closely 
consistent with the statistical modelling of market drivers at HMA level reported in 
Chapter 5.

Table 19  Economic and related issues
Positive Negative

Housing market area
Economic expansion Loss of employment base
Developable land Low incomes
In-migration Low levels of education/training
 Ill-health
 Ageing population

Neighbourhood/local level
Access to areas of economic expansion Long-term unemployment and social exclusion
Trickle down effect to secondary areas

Poorly performing housing markets were associated with economic decline and loss 
of employment base. Long-term decline in some areas led to low income levels in 
remaining employment, along with low levels of training and skills and large numbers 
of economically inactive residents. These factors were associated with and to some 
extent explained the high incidence of chronic illness and low life expectancy in these 
communities.

In areas of economic expansion, neighbourhoods participated in this wealth and 
opportunity differentially. Some of the local factors mentioned above, such as ease 
of access from the neighbourhood to employment opportunities, were associated 
with greater participation in the successful economy (consistent with evidence from 
ward level models). In areas of sustained economic growth, housing markets in the 
most desirable areas became oversubscribed to some extent, leading to secondary 
areas benefi ting from the growth. This illustrates the kind of market spillover effects 
discussed in the conclusions of Chapter 3. Neighbourhoods where there were 
high levels of long-term unemployment, low skills and poorer connectivity did not 
necessarily benefi t as much as the rest of the city.

Policies

The increasing use of strategic planning and housing policy making based on 
housing market analysis was believed to allow a better response to market 
change and better direction to be given, particularly in dealing with new housing 
development. This strategic view was evident in greater activity by local authorities 
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across tenures, for example in developing policies in the private sector. The greater 
use of regional planning and housing policies was generally regarded as a positive 
development. However, some local authorities felt that this tended to marginalise their 
position in comparison with larger centres within a region (a downside of ‘city regional 
planning’). One response to this was to work sub-regionally with neighbouring 
authorities. However, even this was not unproblematic, with neighbouring authorities 
sometimes differing in their view of the level of new housing development which was 
appropriate. Modelling evidence discussed in the next chapter shows that oversupply 
at HMA level can have negative impacts on low demand markets, so the sensitivity of 
this issue may be appreciated.

Table 20  Policies
Positive Negative

Housing market area
Planning and housing strategies Planning and housing strategies
Private sector licensing schemes On periphery of policy/investment decisions

Neighbourhood/local area
Affordable housing policies Potential blight in run up to redevelopment
Right to Buy Right to Buy

Policies impacted directly at the neighbourhood level. Most notably, affordable 
housing policies were seen to impact in areas such as the mix and balance of 
communities. This is a relatively recent phenomenon, judging by the evidence in 
Chapter 2 on where social housing has been being built. The Right to Buy was seen 
as a policy which continued to have an impact on neighbourhoods: positively through 
tenure diversifi cation and negatively through the loss of affordable housing and 
residualisation of Local Authority housing.

In a sense these last points illustrate a much bigger dilemma for local housing 
policies. Much of the thrust of policies, notably in HMR areas, is to make areas 
‘better’. In housing market terms, that means making them more attractive and 
more valued by the market, i.e. raising house prices. But sooner or later that 
runs up against the other overarching aim of housing policy, which is to promote 
housing affordability. It is a diffi cult balancing act to achieve both of these things 
simultaneously. In different areas and time periods, the priority may be more 
towards one than the other – so there is a presumption in HMR areas that raising 
house prices is a good thing, particularly in the worse areas. At the same time, 
HMR authorities retain a concern with ensuring an adequate supply and quality of 
affordable housing.
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Concluding note

This chapter has focused on local impacts and perspectives across six contrasting 
localities. Inevitably this gives rise to quite widely diverging measures and 
experiences. Nevertheless certain common impressions stand out.

From the analysis of components of differences and changes in house prices we 
can see that, despite the extreme differences between areas, certain types of 
factors dominate the explanation – the wider economy and labour market, regional 
market dynamics, poverty, and local market dynamics. The latter is something of 
an enigma, because it is clearly not just random noise across wards – there are 
systematic locality and area-type effects. This could be a focus for further research. 
Nevertheless, there is a tendency for local disequilibrium and imbalance to correct 
itself over time.

The qualitative perspectives of local practitioners are encouraging in the sense 
that they do chime in with a lot of the conclusions of the statistical analysis. There 
are also common themes across the diverse localities, concerning, for example, 
the importance of environment/quality of life; of status/reputation; of access to 
opportunities. Local practitioners are positive about the idea of mixed/balanced 
communities while recognising that past patterns of development have not strongly 
promoted this, for example because of the concentration of new social housing in the 
poorest areas. They are concerned to see a greater diversity of choices available in 
local markets, including within neighbourhoods, and including affordable options. The 
need to work together sub-regionally is generally recognised but not yet working very 
smoothly in practice.

Key fi ndings

n Most of the extreme differences between local markets can be explained 
by the wider economy and labour market, regional and local dynamics, and 
poverty.

n Local imbalances tend to correct themselves over time.

n Local practioner perspectives are broadly consistent with the statistical 
analysis. 

n Common themes include the importance of environment/quality of life, of 
status/reputation, and of access to opportunities.

n Practitioners are positive about mixed/balanced communities, but recognise 
the failings of past policies in promoting these.
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Potential impacts of new investment

What would we expect the impact of new housing investment to be on local housing 
markets, on the basis of the theoretical considerations reviewed in Appendix A? 
This is not a simple matter, as there are a number of qualitatively different impacts, 
and these may operate differently at different geographical levels, over different time 
periods, and in differing general market conditions. It is useful to spell out these 
different kinds of effects.

Supply and demand effects. Firstly, we must consider the basic economic concept of 
supply and demand. If there is more supply in a market area in a given time period, 
then, other things being equal, we would expect this to have a negative impact 
on prices, under normal market behaviour assumptions. This effect is expected 
to be greater, or more immediate, if we take a ‘fl ows’ view of market behaviour; 
under a ‘stock’ view, the effect would be much more gradual and would only be 
really noticeable after a long period of extra supply. The effect is also greater if the 
area under consideration is a reasonably self-contained housing market without 
many available alternative areas which are close substitutes. In other words, it is 
more likely to operate at a higher HMA level and less likely to operate at a small 
neighbourhood scale. 

Environmental quality effects. Secondly, new investment may change the perceived 
quality of a local environment. In general, new housing is expected to be of higher 
quality than old housing, so more new building should upgrade the average 
quality of an area. However, this is more likely to be the case in an area where the 
existing housing is of relatively poor quality, as in many ‘poor’ or run-down areas, 
and less likely in an area of existing high quality, such as many mature, affl uent 
suburbs. These effects may relate to the type mix of new versus existing housing; 
for example, in a mature suburb where the new housing is higher density fl ats, the 
impact may be perceived negatively, as in cases of so-called ‘town cramming’. The 
main environmental effects may be expected to impact chiefl y at neighbourhood 
level. However, there may be wider second-order effects, such as an increase in 
traffi c congestion. Environmental effects are mainly longer term and structural in 
character. It is possible that in the short term the impact of new building is perceived 
negatively because of its disruptive effects, even though in the longer term it results 
in upgrading. 
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Social effects. The third type of effect concerns the perceived impact of new 
development on the social profi le of an area, and the indirect effects of this on 
factors such as crime or school quality. From this point of view, the tenure mix of 
new development is likely to be more important than in the case of environmental 
effects. So while new social housing may represent physical upgrading, it may 
still be perceived negatively in terms of social mix. New owner-occupier housing 
is more likely to be perceived positively and this may be more important in areas 
previously dominated by rented housing. The type of mix of new housing may have 
social effects also, with more fl ats, for example, being associated with more smaller, 
transient households. As with environmental effects, these are likely to operate 
mainly at neighbourhood level and to be medium to longer term in nature. 

Confi dence effects. New building may have another kind of effect, which may 
be diffi cult to separate from the environmental but is conceptually distinct. It 
may be taken as a signal that an area has a positive future, because people are 
demonstrably investing in it and moving into it, and that signal may encourage others, 
both local and non-local, to invest in the area themselves. This effect is expected 
to be much more marked in lower demand areas which have previously been 
experiencing decline. While this is primarily a neighbourhood effect, it may operate to 
some extent at a wider scale, giving confi dence in a whole town. 

When we observe data from actual markets, what we are seeing is the combined 
effect of all of these processes and perceptions. The question is how they balance 
out. In some cases positive and negative effects may cancel out; in other cases, the 
positives or the negatives may reinforce each other and act cumulatively. 

Our main hypotheses emerging from considering all of these effects may be 
summarised as follows.

1 New private building is likely to have negative effects on prices at HMA level, 
through supply–demand effects, while being more likely to have positive effects at 
neighbourhood level through environmental, social and confi dence effects. 

2 New social building is less likely to have negative price effects at HMA level, 
because it impacts less directly on the market; but it is more likely to have 
negative effects at neighbourhood level because of social factors, although these 
may be balanced by environmental effects.

3 The positive effects of new private housing at neighbourhood level are more 
likely to occur in lower demand markets and in poorer neighbourhoods with 
more existing rented housing, because the environmental, social and confi dence 
effects are all likely to be more marked under these conditions
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4 These positive effects of new private housing are probably more likely to be 
manifested over medium and longer periods, while being possibly compromised 
in the short term by disruption effects. 

5 New building of fl ats and smaller, terraced housing are more likely to have a 
depressing effect on prices due to environmental and social effects, but it may be 
diffi cult to separate this from the ‘reverse causation’ effect whereby such types of 
housing may be more likely to be built where land and property prices are high.

Our approach to testing and quantifying these hypothesised effects is through 
incorporating appropriate new supply measures within statistical models which 
explain/predict price levels or changes. It is not appropriate to simply look at bivariate 
relationships between new supply and prices, because prices are subject to a wide 
range of other infl uences and it is necessary to control for these other factors before 
trying to isolate the particular effects of supply. That is the essence of the models 
reported in Chapter 3, where we discussed the results of such models in terms of 
the effects of all of these other drivers of market outcomes. In this chapter we look at 
the particular fi ndings from these models in terms of impacts of new supply, having 
allowed for all of these other drivers. 

We have models for both price levels and price changes, with the latter referring 
to different time periods. The models for price levels, and for longer period price 
changes, may be taken as more indicative of the medium to longer term effects, 
while models for short-period changes may refl ect the more immediate impacts. 
We discussed above some reasons why these may differ. The database underlying 
this modelling has some limitations so far as new supply measures are concerned. 
Basically, we have much fuller data on new supply for the most recent period. For 
the longer periods, we have more limited indicators at ward level, although we do 
have measures at HMA level. We are relying to some extent on an assumption that 
recent new build rates are correlated with earlier new build rates. To the extent that 
this is not true, then there is a greater potential for error in the longer period change 
models. 

Hypothesis 3, which suggests that the impact of new building may depend upon the 
market context, is tested by splitting the variables measuring new private building into 
two, one referring to higher demand localities and the other to lower demand areas. 
This is done for both the LA-level measure and the ward level measure. However, we 
also test and report a simpler model which does not make this distinction.
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Findings on new build market impacts

Table 21 summarises the impact of supply variables on average price levels in three 
time periods. The standardised regression coeffi cients measure the impact of one 
standard deviation difference in that variable on log secondhand house price (semi-
detached house), also expressed in standard deviation units. Figures in brackets are 
marginally insignifi cant; omitted fi gures are clearly insignifi cant statistically.

Hypothesis 1 is generally supported by these results. New private building has 
consistently negative effects at LA level. This is reinforced by the supply variable at 
HMA level. The effects at ward level are less strong and not consistent between the 
periods. There is a positive ward effect for higher demand areas in one period, and 
the effect is not signifi cant in several cases. However, there is a small negative effect 
for lower demand areas in the fi rst period and for higher demand areas in the most 
recent period. However, these are smaller in magnitude than the wider LA and HMA 
level effects. In addition, net dwelling growth at ward level over the period 1991–2004 
has a small negative effect in each year. So this evidence indicates that supply–
demand effects predominate at wider area level, as expected, while being offset to 
some extent by the other more positive effects at neighbourhood level. 

Hypothesis 2 is supported by Table 21 as well, because new social housing has 
small effects at LA level and these tend to be positive, unlike the effect of private 
housing, although the effects are marginally insignifi cant in two cases. The ward level 
effect is negative in the fi rst period, and positive, but small, in the last period.

Table 21  Summary of new supply effects on price level (standardised regression 
coeffi cients)

 Land Registry Land Registry Land Registry
Variable 1995–97 2000–02 2003–04

New private, ward, low demand –0.012 (–0.004)
New private, ward, high demand 0.021  –0.012
New social, ward –0.014  0.009
New private, LA, low demand –0.078 –0.050 –0.036
New private, LA, high demand –0.011 –0.017 –0.025
New social, LA (0.008) 0.013 (0.007)
Net dwelling growth 1991–2001 –0.016 –0.008 –0.013
Relative supply HMA –0.049 –0.031 –0.032
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Hypothesis 3 suggests a greater likelihood of positive private housing effects at 
ward level in lower demand areas. This is not really supported by the data in Table 
21. However, the results do indicate that the negative effects at LA level are greater 
in low demand areas. This may indicate that lower demand markets are more 
vulnerable to oversupply than higher demand markets, a plausible proposition and 
one consistent with earlier evidence of greater volatility in such markets.

Table 22 presents evidence from models of price change, referring to more detailed 
models distinguishing high and low demand areas. 

Hypothesis 1 is supported by the model for change over the full cycle 1988–2004, as 
shown in the fi rst column, with a sizeable negative effect at LA level and a positive 
effect at ward level. For the intermediate period 1996–2004, the evidence does 
not show clear effects at either level, with a small positive effect at HMA level. For 
the shortest, most recent period, the hypothesis is only partially supported, with 
a negative effect at HMA level and a mixture of positive effects for lower demand 
areas but negative for higher demand areas at ward level. These results could be 
interpreted as providing support for Hypothesis 4, that positive ward effects are more 
likely over a longer period. 

Hypothesis 2 tends to be partially supported by the evidence in Table 22. New social 
housing tends to be positive at LA level, except in the most recent period. It also 
tends to be positive at ward level, suggesting that the environmental factors are 
outweighing the social. However, in the longest period there is a negative impact from 
the change in social housing share variable, which would act to offset the positive 
impact of recent new social housing.

Hypothesis 3 is partially supported by Table 22, particularly for the most recent 
period, where new private housing is positive in lower demand areas but negative in 
higher demand areas. However, this does not apply over the longer period. 

Table 22  Summary of new supply effects on price change – full model 
 Nationwide Building Land Registry Land Registry
Variable Society 1989–2004 1996–2004 2001–04

New private, ward, low demand 0.022 (0.009) 0.017
New private, ward, high demand 0.087  –0.029
New social, ward (–0.002) 0.031 0.026
New private, LA, low demand –0.124  0.025
New private, LA, high demand (0.012)
New social, LA 0.031 0.050 –0.021
Net dwelling growth 1991–2001 –0.030 (0.011)
Change supply HMA  0.019 –0.045
Change social housing % –0.035 0.062 (0.012)
Demolition –0.036 (–0.011) (0.015)
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Table 23 also includes a variable that attempts to measure the level of demolitions 
carried out in the 1990s. This variable is probably not very accurate as it is derived 
as a residual from other numbers.1 Its impact is not apparently consistent across the 
three time periods: for the longer period it is associated with lower price growth; this 
relationship may shift towards the positive in the more recent period, but it is not quite 
statistically signifi cant. Demolitions tend to be associated with areas with rather more 
deep-seated low demand or unpopular housing areas, although this can include 
unpopular dwelling types (e.g. multi-storey fl ats) in higher demand areas (Bramley et 
al., 2000). The act of demolition may improve the market, by removing excess supply, 
environmental eyesores and concentrations of social problems. However, the process 
of demolition can be protracted, a source of blight and a negative infl uence on 
confi dence, at least in the short term. In other words, it is not clear, a priori, whether 
we would expect positive or negative effects. 

Table 23 presents results from a simpler model form, which does not distinguish 
high and low demand area effects and which also groups the other control variables 
together into a set of eight factors. The evidence broadly supports Hypothesis 1, 
with some qualifi cations. For the longest period, new private housing is positive at 
ward level and negative at LA level. For the medium period there is a smaller positive 
effect from new private housing at ward level, reinforced by the positive effect for net 
dwelling growth (also at ward level), while the LA level effect is not signifi cant. For the 
most recent period, the hypothesis is not supported at ward level, with a marginally 
insignifi cant negative effect of new build. However, although the LA level private build 
effect is positive, there is still a negative effect at HMA level. This evidence may be 
taken as supporting Hypothesis 4, concerning the different short period effect from 
that in the medium to longer term. 

Table 23 tends to support Hypothesis 2. New social housing is positive at LA level 
in the longer and medium periods. It is also positive at ward level in the medium and 
shorter periods, again suggesting that environmental effects offset social effects. 

Table 23  Summary of new supply effects on price change – simpler model 
Standardised regression Nationwide Building Land Registry Land Registry
coeffi cients Society 1989–2004 1996–2004 2001–04

New private, ward 0.076 0.017 (–0.011)
New social, ward  0.018 0.029
New private, LA –0.077  0.036
New social, LA 0.031 0.037 –0.033
Net dwelling growth 1991–2001 (–0.018) 0.023
Change supply HMA   –0.073
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Hypothesis 5 concerns the impact of different house types, and changes in the 
housing mix, on house prices. These are picked up to some extent in the change 
models through the inclusion of variables measuring changes in the shares of 
fl ats and other house types between 1991 and 2001. There is some support for 
this hypothesis in the model for price change over the whole cycle, but only when 
allowance is made for the potential ‘reverse causation’ effect. So an increase in 
fl ats at LA level is associated with a greater increase in prices, whereas there is a 
negative association with price change at ward level. For the medium period 1996–
2004, there is a positive effect for fl ats even at the ward level, although this is much 
larger at the LA level. We suggest that the LA level captures the ‘high prices mean 
more fl ats’ effects, while the ward level captures the more negative effect of fl ats on 
the environment. 

The absolute size of price impacts

Returning to the basic effects of new development on prices, it is important to 
put our fi ndings in perspective by considering the quantitative magnitude of the 
effects identifi ed. The standardised regression coeffi cients in Tables 21–23 indicate 
detectable and statistically signifi cant effects. However, these coeffi cients are not 
generally that large. We can illustrate this by expressing some of these effects in 
terms of actual house prices. 

Using the results from Table 21, we can say that the combined effect of an increase 
in new private housebuilding of the kind argued for by the Barker Report (Barker, 
2004), which would equate to about 425 extra units per year in an average district, 
would be to see price levels lower by about 7.4 per cent (£14,800, say, where the 
existing price was £200,000 in 2003–04). Most of this effect comes at the LA or HMA 
level. The specifi c ward level impact of having this level of extra supply in a ward, 
but not in the surrounding LA, is only about £2,600. Using the results from Table 23 
(column 1), the effect of such a supply increase persisting over this 15 year period 
would be to reduce price growth by 20 per cent at LA level, from 156 per cent to 136 
per cent, equivalent to a growth rate 1.2 per cent lower. From the same model, an 
individual ward seeing an output increase of this magnitude, while its surrounding LA 
was unchanged, would fi nd its prices rising by 6.1 per cent more than the general 
rise (0.4 per cent per annum).

That differences in new building supply make only a modest difference to price 
outcomes at local level was also shown by the analyses in Figures 20–26 presented 
in Chapter 4. 
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Development impacts on residential satisfaction

We now turn to consider briefl y the role of new development and the housing market 
in affecting the more qualitative outcomes of residential satisfaction and stability, and 
the relative incidence of neighbourhood problems. Again, we look at data from the 
SEH for 2003–04, having attached to this some housing development and market 
indicators from our ward database. In general, there is clearly a myriad of factors 
which may be associated with residential dissatisfaction and problems experienced in 
neighbourhoods. To control for these it is necessary to adopt a modelling approach, 
in this case using logistic regression models rather than ordinary least squares 
regression, because the indicators to be explained are for individuals and are binary 
in form (they take the value of yes = 1, no = 0). 

Table 24 simply summarises the partial effects of certain neighbourhood-level 
housing development and market variables on six of these subjective outcome 
indicators, after controlling for 30 individual/household level variables and 13 other 
small area level variables (including, for example, density and house type, the effects 
of which were discussed at the end of Chapter 3). 

Dissatisfaction with home is not strongly related to any of these factors, but new 
social housing, price changes and homeless lettings are of some marginal statistical 
signifi cance. Dissatisfaction with area is greater where there has been recent new 
housing development, particularly private development, but clearly less where house 
prices are high or have risen recently. The pattern with ‘area got worse’ is similar. 
Mobility is (as expected) more common where there has been some new housing, 
and the indicator of owners trying to sell is also positively related to this variable, as 
well as being positively related to house prices (similar to the transactions effect). 

Common neighbourhood problems are, it seems, strongly associated with recent 
new social housing development. They also show more marginal associations with 
house prices and homeless lettings. This relationship with new social housing refl ects 
a popular perception, which accounts for some local resistance to the inclusion 
of social housing in new housing developments; it could be said to provide some 
evidence to support this perception. However, it should be noted that this conclusion 
is at variance with some of the fi ndings on new social housing and house prices. 
A policy implication of the fi nding on neighbourhood problems may be that more 
care taken over management of new housing developments, including appropriate 
lettings, may help to minimise these problems.
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Market effects on new build activity

The discussion so far in this chapter has focused on the possible impacts which new 
housing development can have on local housing markets. However, it is clear that 
the relationship between new build and the market can go both ways. The state of 
the housing market and house prices may be expected to have some impact on the 
amount of new development which actually takes place in an area. We now turn our 
attention to this reverse relationship, from market to supply.

We have already touched on this issue in a couple of places. In Chapter 2 we looked 
at evidence on how profi table housebuilding appeared to be, based on residual 
development values. In Chapter 3 we briefl y reviewed the new supply component of 
our HMA-level panel model. This model was part of an overall ‘supply and demand’ 
system. In this section we pick up on some insights from this model, and some of 
its antecedents, while offering some further evidence from a slightly more localised 
version. We had hoped to undertake similar analyses down to the neighbourhood 
level, and we also report briefl y on this, although this aspect of the work has not 
been so successful, mainly owing to data limitations.

To recap, the HMA-level panel model reported in Chapter 3 suggested that 
new private completions were strongly related to the stock and fl ow of planning 
permissions and to previous years’ rates of building. The relationship with house 
price was rather uncertain and non-linear in character, and similar comments applied 
to vacancies. Vacant and derelict land, urbanisation, and lack of central heating were 
all found to have a negative association with output. 

Table 24  Association of housing development and market factors with subjective 
satisfaction and outcome indicators, England, 2003–04 (direction and signifi cance 
of effects in logistic regression model)
Subjective outcome  New  New  House  Price  Homeless 
indicator private social price change lettings

Dissatisfaction with home  (+)  (–) (+)
Dissatisfaction with area + (+) – – – –
Area got worse +  – – – – –
Moved last year ++    –
Owner tried to sell +++  ++
Neighbourhood problems  +++ (+) (–) (–)

Note: Logistic regression models for subjective indicators expressed in binary form; number of +/– 
signs refl ects signifi cance level, with marginally insignifi cant effects in brackets. 



95

New investment and the market

We have constructed a similar model but with detailed differences at Local Authority 
level for the period 2000–04. This makes more use of the site level data acquired 
as part of this and a related project from Emap–Glenigan, and builds on a statistical 
model of construction costs derived from this, from which we have estimated residual 
development values. 

Table 25 presents this model in its essentials. It should be noted that what is 
modelled here is output from sites within the Glenigan database, as a function of 
land available with permission in that database. This is somewhat different from a 
model for all development given the incomplete coverage of Glenigan, but it could be 
said to be consistent. This model explains 35 per cent of the variance in new build 
rates.

In this model residual value seems to work largely as expected, with a positive 
linear effect progressively attenuated by a negative effect from the quadratic term. 
This formulation works slightly better than an equivalent formulation simply using 
house prices. The overall effect is illustrated in Figure 27, which traces the locus of 
the combined effects of both terms plus the mean value. The range of points plotted 
represents the range of residual values from the North West in 2000 to London in 
2004 – the right hand side of the diagram represents the South, the left hand side 
the North and Midlands. The fi gure suggests relatively low supply elasticities, even 
with respect to residual value; the average across this range is about 0.22. 

Table 25  New private housebuilding completions model at local authority level, 
2000–04 (private completions pa as % of households)
Variable Std coeffi cient Beta Signifi cance p

Density persons/ha –0.079 0.022
Vacancy rate 2003 0.059 0.042
Social completions 0.119 0.000
Site size 0.305 0.000
Planning permission, % households 0.383 0.000
% former urban land –0.070 0.035
Predicted residual value, £000 0.327 0.000
Square of residual value/mean value –0.208 0.001

Note: Regression fi tted to short panel of observations for local authorities by year, 2000–04; 
completions, planning permissions and site characteristics based on Emap–Glenigan data; 
regressions weighted by relative number of households.
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Pryce (1999) argued that there was some evidence for a ‘backward-bending’ supply 
function for new housing, based on a re-working of this author’s earlier cross-
sectional data. However, the evidence summarised in Figure 27 suggests that, while 
there is some tendency towards a weakening supply response at higher levels of 
residual values, this would not warrant the description ‘backward bending’. 

The most important factor in this supply model, as in other models in this tradition, 
is the supply (stock) of land available with planning permission for housing. Although 
this variable is quite powerful and signifi cant, it should be noted that its effects are 
also less than proportionate, with an elasticity at the mean of 0.55. So if you double 
planning permissions, you raise output by just over 50 per cent. Another way of 
looking at this is to say that, for each extra 100 planning permissions, output rises by 
just under 8 units per year. The next most powerful variable, with a similar elasticity, 
is average site size. A few larger sites deliver more output than the same stock of 
permissions divided across a larger number of smaller sites. 

Both these fi ndings may have implications for strategies to promote supply following 
the Barker Report. Just giving more planning permissions will not mean that they are 
all taken up in the short run, and in order to achieve a ‘step change’ in actual supply 
it may be necessary to release a considerable amount of land. This will give planning 
less detailed control or leverage over the timing and location of development, which 
may proceed in a haphazard fashion. However, releasing some large key sites may 
deliver more output. 

The government has striven, successfully in this period, to increase the share of 
development on brownfi eld land. However, the model shows that brownfi eld land 
does on average incur some penalty in terms of depressing the rate of output. The 

Figure 27  Supply–residual value relationship
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elasticity here is –0.32. There is also a reinforcing effect from general population 
density, which also somewhat reduces the rate of output. This is consistent with the 
received view that urban and brownfi eld sites tend to be more problematic, whether 
from a technical or from a marketing point of view. 

The last two variables included in this model have effects which are somewhat 
unexpected. The housing vacancy rate has a positive effect, whereas we would 
generally interpret this as a sign of excess supply which would depress output. We 
believe, infl uenced by other evidence reviewed earlier, that there is some tendency 
in this period for vacancies to refl ect speculative investment in the housing market, 
particularly in certain areas like city centres where a number of new housing units 
have been built. Lastly, social housing completions appear to have a positive effect, 
whereas we would have expected a negative effect (via associated social effects). 
Any such effects may be being offset by the following.

n As a result of planning agreements, social and private housing development are 
increasingly connected – you cannot have one without the other.

n Social housing is being focused on areas of high need and demand which are 
also where new private housing is being built.

n Social housing is not such a burden on private developers as they claim; since it 
is still heavily publicly subsidised, some of the subsidy may be leaking across to 
support the private market operations of the developers (see Monk et al., 2005)

It is possible to fi t similar if rather cruder models to data at the ward level. Table 26 
summarises the results of this exercise in similar format. These models, which are 
purely cross-sectional, explain 38 and 36 per cent of the variance respectively.

Table 26  New private housebuilding completions model at ward level, 2003–04
  England England  Case study areas
Explanatory variable Std coeffi cient Signifi cance Std coeffi cient  Signifi cance

Local density dwg/ha –0.154 0.000 –0.065 0.362
Vacancy rate % 2004 0.134 0.000 0.159 0.015
Social completions 0.023 0.060 –0.031 0.599
Ave site size –0.050 0.001 –0.070 0.260
Planning permissions 0.572 0.000 0.397 0.000
House price, £000, 2003 0.076 0.000 0.417 0.000

Notes: Case study area model uses hybrid of local and national data sources. 
dwg/ha: dwellings per hectare.
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The ward level models are fairly consistent with the LA level one reported above. 
Density is negative and vacancies are positive for output rates. Social completions 
are positive across England as a whole but not signifi cant in our case study areas. 
The impact of average site size is not consistent with the LA model, however, being 
negative at ward level. Planning permissions and house prices are consistently 
positive and clearly signifi cant in both versions. The elasticity of supply with respect 
to price is 0.36 from the England-wide model and a surprisingly high 1.836 from 
the case study model. For land availability the elasticities are 0.062 and 0.356 
respectively, rather lower than in the LA level model, particularly in the former case. 

This is at the limit of the modelling we have been able to do with case study areas, 
because of gaps in the local data. Nevertheless, it helps to provide some support, or 
in one or two instances qualifi cation, for conclusions drawn from modelling at higher 
spatial scales. 

The impact of regeneration activity

In the last part of this chapter we review the experience of case study local 
authorities in relation to regeneration activity and its perceived impact. This is 
part of the overall picture of new investment in localities and neighbourhoods, but 
complements the earlier parts of the chapter by looking at a wider range of types of 
investment, including both upgrading of housing and spending (capital or revenue) 
on non-housing activities as part of attempts to upgrade areas. Like the previous 
chapter, this draws on interviews in the six case study areas.

All of the case study areas had engaged in regeneration activity during the past 10 
years and over many years before that. While there were many instances of local 
improvement and of individuals benefi ting from improved life chances as a result of 
regeneration work, interviewees did not believe that regeneration had fundamentally 
changed the economic or social profi les of the study areas. The resurgence of city 
centre areas, for example Bristol’s Harbourside, was an exception to this general 
opinion. The nature of this type of redevelopment is different from that in estates 
and run down inner city residential areas, with new build and conversion focusing 
on higher income groups and usually smaller one and two bedroom fl ats rather than 
family accommodation.
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Approaches to regeneration

The focus of regeneration has varied over time and a few key attributes can be 
observed. At different times and in different places the emphasis has been on either 
LA estates or private sector and mixed tenure areas. The nature of the problems 
in these types of area has tended to be different and therefore the solutions have 
varied. In private sector areas there has been a focus on grants to individuals and 
on enforcement action against poorly managed private rented sector stock. In recent 
years there has also been an emphasis on bringing Houses in Multiple Occupation 
(HMOs) back into family housing use. In Pathfi nder areas intractable problems are 
being addressed by large-scale demolition, refurbishment and renewal within a 
much wider framework of regeneration. In Local Authority estates, issues of social 
exclusion, unemployment and low skills levels have been important.

Partnership working has increased in recent years. Local authorities may act 
as the lead partner but will involve voluntary agencies, the police, educational 
establishments, business development agencies and private sector companies. Bids 
for funding include match funding commitments both from the private sector and 
other public sector agencies.

Through time there have been shifts in emphasis between mainly capital to mainly 
revenue based regeneration initiatives. Both approaches have had degrees of 
success and both have been criticised for the lack of success in the aspects which 
they did not focus on; for example, new neighbourhood social facilities may be 
provided but these are criticised for failing to tackle low skills and unemployment. 
Similarly, housing improvements benefi t the residents but these residents may then 
move on from the area. Skills-based initiatives are criticised for failing to address the 
poor environment on estates. They are also seen as benefi ting individuals who move 
on to more desirable areas once they are able to compete in the jobs market. It is 
therefore unsurprising that the same areas have often had repeated investment with 
programmes swinging between capital and revenue based approaches.

The examples presented in Tables 27–29, taken from various case study areas, 
exemplify the different approaches to regeneration.
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Table 27  Example of regeneration in local authority estate
Type of area: a group of local authority estates built between the 1920s and 1970s

Initiative 1 Initiative 1 outcomes
1996 – SRB3 bid for £2.2m plus £23m match  Included ‘Healthy Living Centre’, visual
funding identifi ed improvement to estates, CCTV, traffi c calming
• 14 partners measures
• Focus on education, employment, quality of Judged to be successful in its own terms but 
 life, community, environment and crime issues of capacity building remained

Initiative 2 Outcomes
Stronger Safer Communities (from 2004 for  • Not known yet but aim is to coordinate
4 years)  responsive management of neighbourhood
• Revenue funding of £1.6m  services
• Covers a population of 10,000 but is based on 
 a super output area with extreme IMD

Table 28  Example of regeneration in private sector area
Type of area: mainly private sector centre – large Victorian terraces and former hotels with 
HMO concentrations

2000–01 – SRB6 bid for initiative lasting 5 years  Outcomes
to 2006. 2.3m plus £10.2m match funding • Creation of family dwellings through renovation
• Work in conjunction with other initiatives and   and infi ll
 spending • Working with HAs
• 20% of expenditure on housing • Improving standards in HMOs
• Objectives include physical, social and  • Property values made it diffi cult to achieve aim
 economic regeneration and empowering the   of increasing owner occupation
 local community
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Summary of issues in regeneration

The case studies have illustrated the complexity of regeneration activity. 
Regeneration addresses a variety of different problems using a range of funding 
sources. Matching the appropriate resources and interventions to the problems has 
proved diffi cult over the years. There is no consensus that the right balance has 
been struck between the use of revenue and capital resources. Similarly, the balance 
between housing and other interventions has varied, again without a resolution of 
area problems. 

There is, however, an emerging consensus that initiatives which tackle particular 
problems need to leave behind a strategy for capacity building in the local community 
if the benefi ts of investment are to be long lasting. The need for partnership working 
and a mix of public and private investment has also been recognised. Finally, the 
Pathfi nder initiatives which have been developed to address large scale market 

Table 29  Pathfi nder regeneration where traditional area based initiatives had not 
succeeded
Type of area: inner urban mainly private sector – older terraced properties, mostly owner 
occupied

Outcomes
• Physical improvement of some properties 
 achieved
• Included ‘face lifts’ on key gateways to improve
 area image
• Unable to achieve equivalent of Decent Homes
 standards in many cases
• No social or economic improvement of areas
• Vacancy rates and prices unchanged

Too early to assess outcomes but objective is a
15 year ‘transformational’ agenda
• Investment in sustainable futures based on 
 research
• Economic issues are important
• Look at role of each town in area
• Housing investment focused on Intervention 
 Areas
• Clearance and rebuilding to get more and better 
 choice is a major focus of housing activity

Previous initiatives
GIAs, HAAs and RAs
LA and ADP funding
Developed Group Repair Approach
Over 1,000 properties improved over 10 years in 
the two LAs

Local authority 1
1991–2001
• Group repairs – £6.9m
• Environmental schemes – £0.5m
Local authority 2
1992–2002
• Approx £10m grants in town centre area

Policies ultimately abandoned as unsuccessful
and replaced by Housing Market Renewal 
Pathfi nder Approach

Notes: GIA: General Improvement Area; HAA: Housing Action Area; RA: Renewal Area; 
ADP: Approved Development Programme (social housing investment funded by Housing Corporation).
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collapse are of a different scale, time frame and vision to previous regeneration 
initiatives. While it is too early to comment on their success, it appears that 
narrower, less ambitious initiatives have failed to achieve fundamental changes in 
neighbourhoods and so this larger vision is necessary to create major change across 
whole sub-regions.

Conclusions

Is new housing good or bad for the neighbourhood housing markets affected? The 
evidence in this chapter supports most of the prior expectations developed, including 
underlining some of the complexities involved. New private housing does have 
negative effects on house prices, but mainly at the wider HMA or LA level where 
supply–demand effects predominate. At neighbourhood level the effects can be 
positive, particularly in the medium term, although the initial impact may be negative. 
The evidence is consistent with a mixture of positive and negative effects tending 
to offset each other. It is also worth emphasising that the size of effects from new 
development on prices are relatively modest, compared with the infl uence of other 
factors, including wider economic factors and localised deprivation rates.

New social housing is more positive than negative in its apparent direct effects on 
price level and change, particularly at LA level. The effects are rather more mixed at 
ward level, particularly when account is taken of overall changes in tenure share over 
longer periods and indirect effects via poverty rates. However, for some periods the 
effects on price change can be positive, indicating that environmental effects may 
outweigh social impacts. 

There is some evidence that, as expected, new housing has differential effects 
according to the state of the market. The negative effects at LA level seem to be 
more pronounced in lower demand areas, suggesting that these areas are more 
vulnerable to oversupply. This supports the policy of being cautious about wider area 
supply in Pathfi nder and similar areas. 

There are differences in several of these effects on change between longer and 
shorter periods. Broadly, these support the argument that initial impacts may be more 
negative, through disruption, in the short term. The generally negative association 
with demolitions is also consistent with this perspective.

Increasing shares of fl ats are associated with higher price levels and changes, 
particularly at LA level, but there is also some evidence of a negative effect at ward 
level. 
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The rate of take-up of new private housebuilding opportunities is shown to be 
generally positively related to price levels, or residual profi tability of development, 
at different levels from HMA down to ward. Nevertheless, the elasticity of supply 
is generally rather low. The absolute amount of development is strongly related to 
the amount of land made available through the planning system. Allowing for these 
factors, new build rates are lower in more dense urban areas and where brownfi eld 
land is more predominant. A positive relationship with vacancies is found, providing 
further support for the signifi cance of speculative development processes in some 
areas. Particularly interesting is the fi nding that new social housing tends to have a 
positive effect on new private building, which may be related to the increasing role of 
s.106 agreements and the positive leakage of subsidy into the wider market. 

Case study authorities have substantial experience with different kinds of 
regeneration activities. The perceived impacts of previous initiatives are pretty mixed, 
with gains for individuals and parts of neighbourhood environments, but a broader 
sense of failure so far to really transform the social standing of many of these 
neighbourhoods. This is attributed to a mixture of insuffi cient resources, the wrong 
kind of resource/unbalanced programmes, and continuing processes of selective 
mobility. However, in view of the powerful forces driving local housing markets, and 
wider social conditions, perhaps this should not be surprising. It is too early to assess 
the impact of the current more ambitious programmes of Housing Market Renewal 
Pathfi nders.

Key fi ndings

n New private housing reduces prices at the wider market level, while having 
smaller, offsetting effects in neighbourhoods.

n New social housing can have positive environmental and confi dence effects, 
while still acting negatively through poverty rates.

n Lower demand areas may be more vulnerable to over-supply.

n (Re)development may have negative disruption effects in the short term.

n Higher demand areas show increasing proportions of fl ats, although more 
fl ats may have negative effects at neighbourhood level.

n New private housebuilding take-up is greater where prices/profi tability is 
higher, but somewhat lower in denser urban areas.

n Practioners perceive the impacts of previous regeneration efforts as mixed.
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This is a study of neighbourhood housing markets in England in the 1990s and early 
2000s. Its main aim is to describe and account for patterns of change in housing 
market performance over this period. While there is a particular emphasis on house 
prices, the study also reviews a wider range of other aspects and measures of 
market outcomes involving social as well as private housing. 

The central question for the research is: What are the main drivers of local and 
neighbourhood housing market performance? Within this, there is a particular focus 
on the impact of new investment.

The study is relevant to a number of key policies, particularly Housing Market 
Renewal, Neighbourhood Renewal, ‘urban renaissance’, planning for greater housing 
supply within ‘Sustainable Communities’, and the promotion of home ownership and 
mixed and balanced communities.

Housing market patterns and change

There are strong, well-established patterns of regional difference in the English 
housing market. The extent of these differences has fl uctuated over the market cycle, 
widening in the upswing and narrowing in the later stages of booms and during the 
recession. Care is needed to allow for this in comparisons of price changes over 
shorter periods.

In London, house prices are strongly peaked in the central area. However, in the 
rest of the country, city centre prices are only slightly above those of the surrounding 
urban areas, and lower than in the edge of the city and rural hinterlands. This 
suggests that traditional urban land rent gradients are somewhat attenuated for 
provincial cities, while taken in conjunction with other evidence (e.g. subjective 
satisfaction) it indicates that any ‘urban renaissance’ has not fully overcome 
counter-urbanisation tendencies and a quite widely-shared attraction for more rural 
environments. 

The strongest price difference between neighbourhoods, however, is associated 
with deprivation (although this is less clear-cut in London). This difference is also 
refl ected in other demand indicators covering different aspects of low demand and 
in subjective indicators of dissatisfaction. Therefore, key measures to revive weak 
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neighbourhood markets are likely to entail (a) reducing the poverty of existing 
residents and/or (b) changing the population mix in favour of middle or higher income 
households. Type (b) policies are most likely to involve housing investment and 
changes in tenure mix. 

Conversely, policies to promote affordability in pressured areas may involve 
providing affordable housing in areas previously lacking such stock, typically more 
affl uent owner-occupier areas. Such policies, for example using s.106 agreements, 
will provide direct help but also should indirectly increase general affordability by 
somewhat reducing general price levels. Clearly such policies can only work if land is 
allocated and the supply of new housing generally is increasing, as recommended in 
the Barker Report (Barker, 2004), and this process will also provide a third channel 
towards the reduction of prices and the promotion of affordability.

Price changes over time show that deprived areas have improved their relative 
position somewhat over the full market cycle. This improvement happened early and 
late in the period, with a falling back in the middle period (1996–2001). In the North, 
the most deprived and affl uent neighbourhoods showed the greatest volatility. Over 
the whole period, city centres have improved their relative price performance. Taken 
in conjunction with the increased private building in these areas, we can say that 
there has been a degree of urban renaissance in England.

New social housebuilding has been concentrated in more deprived neighbourhoods, 
although this concentration has reduced somewhat. New private housing is more 
evenly distributed, previously more prevalent in more affl uent areas but with a recent 
increase in more deprived neighbourhoods. The former concentration tends to 
accentuate concentrations of poverty, and hence disparities in market performance, 
while the latter tends to alleviate it to some extent.

Notwithstanding these patterns, dwelling and household growth has been negative 
in the most deprived wards, with systematically greater growth in the more affl uent 
wards. This refl ects greater vacancies and signifi cant demolitions in the most 
deprived and run-down areas. 

Absolute poverty has fallen since 1991, particularly in the areas with the highest 
initial poverty, and there has been a slight tendency to reducing concentrations of 
poverty. These changes are mainly attributable to general socio-economic trends 
rather than to the impact of housing investment. 

Transaction rates have risen since 1996, and this increase was particularly striking 
in deprived northern areas in 2003–04. A breakdown of transactions by sources 
of demand and supply indicates that a range of factors contribute to this pattern, 
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including out-migration, moves into renting and dissolutions, and on the demand 
side greater affordability and an upsurge of speculative investment in private renting. 
Housing transactions rates show complex relationships with demand, and also refl ect 
structural features of local markets which impact on turnover. For this reason we 
caution against their use as indicators of demand.

Low demand across all tenures remains concentrated in the mainly deprived 
northern areas exhibiting these problems in the late 1990s. There has been 
moderate improvement in these indicators since 2001, with quite signifi cant price 
rises but continuing high vacancy rates in many of these areas, including Pathfi nders.

Subjective measures of dissatisfaction present a similar picture to hard demand 
measures, while also suggesting problems associated with high density as well as 
deprivation. There is some indication of an improvement in these measures since 
2001.

Drivers of market outcomes

The modelling has been pretty successful in establishing the drivers of relative 
house price levels, and successful to a substantial degree in extending this into the 
identifi cation and quantifi cation of drivers of change. 

The strategy of distinguishing effects at two levels, the wider HMA and the 
neighbourhood, seems to make sense both theoretically and empirically. The link 
between higher-level models, emphasising economic and demographic drivers 
of supply and demand over time and space, and neighbourhood level models 
emphasising access, urban form, neighbourhood quality and social status, has been 
established.

There is strong support in our results for the role of the economy and employment 
in driving the housing market. It is not just the economic performance of the wider 
area which matters, but also the access to jobs at a more localised level. This makes 
sense both theoretically and in relation to practitioner perspectives. 

Proximity to city centres has been a positive factor recently, although locational 
factors have mixed effects. Rural areas have seen lower price increases over the 
medium term. Urban form, expressed in terms of density and local greenspace, is 
signifi cant for both house price levels and residential satisfaction. The acceptability 
of different housing types, densities and residential environments repays closer 
investigation in the context of the Government’s Sustainable Communities policy.
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Wards which started with low prices, in absolute terms and relative to predicted 
levels, tended to see greater subsequent increases, and vice versa. These patterns 
support the notion that local markets are capable of adjusting to imbalances in 
demand and supply, through a variety of mechanisms. However, vacancies seem to 
have complex relationships with local market dynamics, in some cases indicating 
slack demand while in other cases being associated with speculative elements of 
demand.

Poverty emerges as being very important for the market status of neighbourhoods. 
However, the modelling of change also confi rms what was apparent from the 
descriptive data, that poorer areas may also display more market volatility. From a 
policy point of view, of course, the big question is how to change the poverty status 
of neighbourhoods. The evidence shows that changing the housing supply can make 
a difference, with more owner occupation reducing poverty in a neighbourhood and 
more social renting increasing it. This provides support for notions of tenure mix and 
mixed communities, currently receiving more emphasis from the Government. 

School performance has some positive impact on the housing market, but this effect 
strongly overlaps with that of poverty and social class. In other words, we cannot 
fully separate these factors, because school performance is strongly infl uenced by 
the social background of pupils. However, it may be true that school ‘quality’, as it 
is popularly perceived, may be part of the transmission mechanism from poverty/
affl uence to housing market prices. 

Based on a limited test, crime does not seem to have any signifi cant extra negative 
effect on the market. 

Increased owner occupation has generally positive effects on market outcomes, 
while the effects of increased social renting are more ambiguous. However, allowing 
for indirect effects via poverty shares, these effects become more clearly negative. 

Increased share of fl ats is associated with higher price levels and rises, particularly 
at locality level, while having some negative effects at ward level. The former effect 
refl ects traditional urban land rent theory, in that more central/accessible areas 
attract higher demand and higher prices, and developers tend to build higher density 
forms in these locations. The latter effect could indicate a degree of resistance to the 
environmental impact of ‘town cramming’. 

Increased non-white ethnic populations seem to boost housing demand at the wider 
market level while having some negative impacts at ward level. While the former 
refl ects the extra demand generated, the latter could refl ect ‘white fl ight’/racial 
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tension but it may also simply refl ect factors which channel BME households into the 
most deprived areas. There is evidence that the poorest wards in the North/Midlands 
saw increased shares of minority ethnic population, and that RSL lettings showed a 
particular skew in this respect. 

Rather similar models to those used for house prices can be used to analyse other 
neighbourhood market outcomes, including household growth, poverty change, and 
low demand change. One common feature here is that increased social renting tends 
to be associated with more adverse outcomes.

Models to explain aspects of residential neighbourhood dissatisfaction identify a 
number of common negative factors, including deprivation, social renting, terraced 
housing, higher density, London/urban versus rural. These fi ndings generally 
reinforce those derived from the modelling of house prices. 

Local perspectives

The qualitative perspectives of local practitioners are encouraging in the sense 
that they do chime in with a lot of the conclusions of the statistical analysis. There 
are also common themes across the diverse localities, concerning, for example, 
the importance of environment/quality of life; of status/reputation; and of access to 
opportunities. 

Local practitioners are positive about the idea of mixed/balanced communities while 
recognising that past patterns of development have not strongly promoted this. 
They are concerned to see a greater diversity of choices available in local markets, 
including within neighbourhoods, and including affordable options. The recent sharp 
increase in some lower demand areas is a source of concern in this regard. The 
need to work together sub-regionally is generally recognised but not yet working very 
smoothly in practice.

Impacts of new investment

Is new housing good or bad for the neighbourhood housing markets affected? 
New private housing does have negative effects on house prices, but mainly 
at the wider HMA or LA level where supply–demand effects predominate. This 
wider impact is in line with expectations and consistent with the Barker (2004) 
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recommendations, although it should be emphasised that the price impacts of supply 
changes are relatively modest. At neighbourhood level the effects can be positive, 
particularly in the medium term, although the initial impact may be negative. These 
results are consistent with new housing having a mixture of positive and negative 
neighbourhood effects (environmental, social, etc).

New social housing is more positive than negative in its effects on price level and 
change, particularly at LA level. The effects are rather more mixed at ward level, 
particularly when account is taken of overall changes in tenure share over longer 
periods. However, for some periods the effects on price change can be positive, 
indicating that environmental effects may outweigh social impacts. However, these 
fi ndings for prices must also be weighed alongside evidence of generally negative 
impacts on other outcomes. In particular, when we allow for indirect effects via the 
poverty share then the effect is generally negative.

There is some evidence that, as expected, new housing has differential effects 
according to the state of the market. The negative effects at LA level seem to be 
more pronounced in lower demand areas, suggesting that these areas are more 
vulnerable to oversupply. This supports the policy of being cautious about wider area 
supply in Pathfi nder and similar areas.

There are differences in several of these effects on change between longer and 
shorter periods. Broadly, these support the argument that initial impacts may be 
more negative, through disruption, in the short term. The generally negative effect 
of demolitions is also consistent with this perspective (although data on demolitions 
remains poor).

The profi tability of private housebuilding remains marginal in deprived areas of 
the North, while being generally high in London. The rate of take-up of new private 
housebuilding opportunities is shown in general to be positively related to price 
levels, or residual profi tability of development, at different levels from HMA down 
to ward. Nevertheless, the elasticity of supply is generally rather low. The absolute 
amount of development is strongly related to the amount of land made available 
through the planning system. Allowing for these factors, new build rates are lower in 
more dense urban areas and where brownfi eld land is more predominant. A positive 
relationship with vacancies is found, providing further support for the signifi cance 
of speculative development processes in some areas. Particularly interesting is 
the fi nding that new social housing tends to have a positive effect on new private 
building, which may be related to the increasing role of s.106 agreements and the 
positive leakage of subsidy into the wider market. 
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Case study authorities have had substantial experience with different kinds of 
regeneration activities. The perceived impacts of previous initiatives are pretty mixed, 
with gains for individuals and parts of neighbourhood environments, but a broader 
sense of failure so far to really transform the social standing of many of these 
neighbourhoods. This is attributed to a mixture of insuffi cient resources, the wrong 
kind of resource/unbalanced programmes, and continuing processes of selective 
mobility. However, in view of the powerful forces driving local housing markets, and 
wider social conditions, perhaps this should not be surprising. 

It is too early to assess the impact of the current more ambitious programmes of 
Housing Market Renewal Pathfi nders. Being in a Pathfi nder increased ward house 
price rises in 2001–06, other things being equal, but this may be an anticipatory 
effect rather than a consequence of actual implementation of regeneration measures.
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Chapter 2

1 The Nationwide ‘Category 3’ is a composite house type, ‘1–3 bedrooms, not 
detached or bungalow, with central heating’, broadly comparable to semis and 
terraces.

2 In this map and in Map 2, values are subject to localised spatial smoothing, 
based on average values in contiguous wards.

3 Development costs are estimated using a model developed from data in the 
Emap–Glenigan database linked to other data compiled for local authorities and 
wards; see Bramley and Leishman (2006). 

4 For a fuller discussion of this exercise, see Bramley and Leishman (forthcoming). 

Chapter 3

1 We have also subsequently explored a more structured approach to these 
residual errors from the price level models, partitioning these into fi xed, Local 
Authority level disequilibrium, and within-LA imbalance components. These work 
well within price change models, again supporting the notion that markets correct 
disequilibrium progressively over time. 

Chapter 5

1 Demolitions are estimated from the difference between new build and net 
dwelling change. 

Appendix A

1 For example, demand for second homes.
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2 ‘Re-lets’ arise when social sector tenants vacate a tenancy, whether through 
household dissolution or movement out into the private sector, so enabling the 
property to be re-let to a new tenant and creating turnover in the stock. The 
normal measure used is the number of re-lettings per year as a percentage of the 
housing stock.
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Appendix A: Expectations from theory 
and past research

Urban economics and hedonic price models

Within the general fi eld of urban economics, two (related) traditions provide relevant 
background to this study. The fi rst is the classical theory of urban land rent and the 
associated urban structure, and the second is the related tradition of ‘hedonic’ house 
price models. 

Theory of urban structure

The classical theory of urban land rent goes back to Ricardo but is chiefl y associated 
with the work of Alonso (see also Evans, 1973, 1985; Muth, 1969; Richardson, 
1978). This theory starts from a set of simplifying assumptions about the ease and 
cost of travel over space and the concentration of economic activities (production, 
distribution, employment) in the Central Business District (CBD) of a city. It then 
derives a set of predictions about the urban spatial structure, fi rstly in terms of 
the density of development, and secondly in terms of which households (or other 
activities) are likely to occupy which zone of the city. The characteristic prediction is 
that land rent (and associated capital values of land/property) and residential density 
will decline at a decreasing rate with distance from the city centre. Although this is 
slightly more contingent (see Evans, 1973), this theory typically predicts that poorer 
households will live closer to the city centre. Within a fl exible market system, the 
corollary would be that they would live at much higher occupancy rates within much 
smaller housing units at a high physical density (otherwise they would not be able to 
afford the higher rents).

The relationship between location/accessibility, urban land rent and the intensity of 
housing structures on land can be developed into a method of modelling long run 
housing supply (Bartlett, 1991; Bramley et al., 1995; Muth, 1969). This assumes a 
degree of fl exibility of adaptation which appears to vary in practice between different 
countries/systems. Partly because of planning and housing interventions, supply 
adaptation of this kind is much more restricted in Britain than in North America. 

The assumptions behind the theory regarding travel costs and the concentration 
of economic activity in city centres are increasingly called into question by modern 
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trends, particularly road-based travel and freight logistics, which now appear to 
make edge city locations near motorway junctions as the most accessible and 
hence encourage rapid development of jobs, retail and leisure opportunities at 
such locations, so challenging the primacy of the CBD. Longer distance commuting 
from relatively rural locations is also a clearer option for higher income (especially 
two-income, two-car) households. However, such trends may prove unsustainable 
in the long term, having regard to resource scarcities and global warming, and 
for this reason they have been resisted by UK planning policies. We refl ect 
these perspectives in our analysis by using measures of access to actual job 
concentrations and growth areas, as well as traditional CBDs, and by testing for price 
premia associated with rural as well as central locations. 

Subsequent work within this tradition has recognised that real cities have more 
complexity about their structures. In particular, real physical/geographical features 
may induce different social and physical development patterns in particular zones 
in one historical era, which then (through a process of ‘path-dependence’) are 
refl ected in the subsequent character of these areas, even though the underlying 
economic conditions may have changed. For example, the higher social profi le of 
areas to the west of Central London and on its higher ground have origins explicable 
in these terms. These features may be strongly reinforced by neighbourhood 
externality effects, for example the positive valuation attributable to having affl uent 
neighbours in large houses, or the negative valuation attributable to concentrations 
of poor/deprived households in poor quality housing. The expectation that the social 
character of the neighbourhood is refl ected in its housing market is strongly borne 
out by the descriptive and modelling evidence considered later. 

Planning interventions may then interact with this modifi ed market, to create further 
distinctive features, as discussed in Bramley et al. (1995) and Evans (2004). For 
example, Green Belt restrictions may increase values in the outer suburbs, while also 
increasing values and development pressures in satellite settlements many miles 
from the core city. Restrictions on higher density development in established suburbs 
may also increase values in these areas, while restricting a natural market tendency 
in such areas towards intensifi cation. However, recent changes in planning policy 
have encouraged such intensifi cation. 

Housing interventions also modify the theory’s implicit assumptions about market-
determined housing consumption. In Britain and some other European countries, 
a large public/social housing sector enables a substantial number of poorer 
households to live at density/occupancy levels they might not otherwise afford and in 
locations determined by the history of public intervention rather than any market logic 
(some may live in ‘valuable’ central/accessible locations which they otherwise might 
not afford; others may live in relatively inaccessible peripheral estates). 
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Hedonic price models

Hedonic models have found widespread application since the 1960s, particularly 
in terms of modelling housing prices. Private housing is a highly heterogeneous or 
composite good and its demand is thus derived from the demand for its component 
attributes. Hedonic models, initially developed by Rosen (1975), following Lancaster 
(1966), may be used for the purpose of estimating these implicit or hedonic prices of 
individual attributes comprising a composite good.

Hedonic models rest on a number of assumptions, including the idea that the 
housing market is competitive/effi cient and the absence of interaction effects. A 
hedonic model requires a large and diverse sample of housing transactions to be 
able to estimate the implicit price/value of diverse attributes reliably. 

The basic hedonic price model set out by Rosen is a linear additive model, fi tted 
to data using conventional regression methods. The theory is not explicit regarding 
model specifi cation or functional form, and there is considerable variation between 
published models. A number of studies have demonstrated the susceptible nature 
of parameter estimates with respect to function form (e.g. Cassel and Mendelsohn, 
1985; Milon et al., 1984). They argue that implicit price estimates obtained using 
a restrictive functional form (e.g. linear, log-linear) are likely to be biased. This is a 
reason for showing some caution about the precise values estimated for particular 
parameters from these models, but there is no easy solution.

There are numerous published hedonic models focused on the identifi cation and 
estimation of positive and negative externality effects. Typically, hedonic models 
constructed for this purpose include dummy variables (1 = yes/0 = no) denoting 
the presence or proximity of some amenity or disamenity effect; estimation then 
yields the price discount or premium associated with the externality. Alternatively, 
quantitative variables denoting the extent of some amenity or disamenity effect may 
be included. Such variables might include distance from a park or the quantity of 
traffi c noise in a specifi c location. 

One major application of this kind has been to the effects of airport noise on housing 
prices (Damm et al., 1980; Mieszkowski and Saper, 1978; Uyeno et al., 1993). In 
a review and meta-analysis, Nelson (2004) examines some 20 previous hedonic 
studies; he reports a mean house price discount of approximately 0.5 per cent per 
decibel. 

Similar analyses have been carried out to examine the infl uence of levels of air 
pollution on house prices. This approach is followed by Ridker and Henning (1968), 
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Brookshire et al. (1982) and Graves et al. (1988). The latter’s analysis indicates that 
levels of air pollution are a highly signifi cant determinant of house prices (second 
only to fl oor area for the authors’ model and samples).

Gibbons and Machin (2004) examine the impact of housing proximity to rail stations 
(and quality of rail service) on house prices in London and its suburbs. The authors 
examine house prices before and after 1999, a year in which London witnessed a 
number of changes to rail service including the opening of the Jubilee Line extension. 
Using a combined hedonic/repeat sales methodology, the authors fi nd signifi cant 
effects amounting to at least 9 per cent of house price growth attributable to 
improvements in rail stations and levels of service.

Other recent studies of transport accessibility using hedonic methods include So et 
al. (1997) on walking distances to public transport stops, Bowes and Ihlanfeldt (2001) 
on the effects of railway line proximity, and Craig et al. (1998) on the historical impact 
of canals and railways. These studies illustrate a general problem, that transport 
proximity can have both positive accessibility and negative amenity effects, which 
may offset each other but to varying degrees. 

There is a tendency for hedonic study results to be non-generalisable, because 
price premia/discounts vary markedly between studies. We would expect them to be 
partly dependent upon the local/city-region context. Meanwhile, collinearity between 
amenity, locational and transportation accessibility measures tends to result in 
either unstable parameter estimates or, when the test conditions are more strictly 
controlled, non-generalisable results. This also sounds a cautionary note about the 
model fi ndings presented elsewhere in this report, because these cut across local 
market areas. 

A further, distinct application of hedonic models is as an input to two-stage estimates 
of the price and income elasticity of the demand for ‘housing services’ (a concept 
of housing consumption at the level of individual households combining quantity 
and quality). Using this approach, at Stage 1 the hedonic model is estimated for a 
single local/urban housing market area (HMA) using transactions data and physical, 
locational and amenity variables, including measures such as distance from the city 
centre (and possibly transportation networks) and neighbourhood quality. Stage 2 of 
the modelling framework involves analysis of a micro dataset describing the housing 
choices and socio-economic and demographic profi le of individual households in 
the same local HMA. Information on the transactions prices of individual households’ 
choices is combined with the standardised house price index in order to yield a 
measure of housing consumption (‘housing services’). The second stage of the 
analysis is therefore a regression of housing services on the characteristics of 
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individual households (e.g. income, household composition). If the spatial scale of 
the analysis is extended beyond a single local HMA, the price elasticity of housing 
can also then be estimated with respect to local or sub-regional economic variables.

There are numerous examples of this variant of hedonic analysis in the US literature 
(see Zabel, 2004, for a recent application and review of literature). Ermisch et al. 
(1996) examine primarily data and empirical issues relevant to applications in the UK. 
It is worth noting, however, that there are relatively few recent applications. We do not 
pursue this line of analysis in this study, primarily because we are more interested 
in ‘unbundling’ the different elements of the ‘housing and neighbourhood’ package 
rather than bundling them all together.

Overall, it should be emphasised that hedonic models are essentially cross-sectional. 
This means that by defi nition they do not generally focus on change over time. They 
are usually focused on one city or city-region, treated as a single HMA within which 
a common set of attribute prices rules. In a different HMA, or, in the same HMA in a 
different time period, different absolute and relative prices may apply to the different 
attributes. 

This leads into the topic of ‘sub-markets’. Some argue that, even within a single city-
region, different parts of the market operate semi-independently, because the buyers 
in the different markets are different groups and they are not willing to switch to other 
types of housing if they cannot get their preferred choice; thus the balance between 
supply and demand may differ persistently between sub-markets. Sub-markets may 
be defi ned with reference to either or both of sub-areas or types of dwelling, and 
tests for their existence focus on whether the regression models fi tted separately are 
statistically signifi cantly different from a model fi tted to all the data together (Adair et 
al., 1996; Goodman, 1982; Jones et al., 2004; Pryce and Gibb, 2006). Overall there 
is no consensus that sub-markets really do operate independently within city-regions. 
The view which underpins our work is rather one of consumers having rankings of 
preference between different type and locational options, and being willing to trade 
up and down if required. Furthermore, we believe that, even if some consumers rule 
out some options, different consumers rule out different options so that all the ‘sub-
markets’ overlap. 

Macro and regional economic models

Whereas hedonic models are micro and cross-sectional, macro and regional models 
are concerned with the relationship between the housing market and large economic 
aggregates over time. In other words, they are concerned with housing’s role in 
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economic cycles and fl uctuations. Because of the pronounced cyclical character of 
the housing market in Britain and some other countries, and the growing importance 
of housing for aspects of economic behaviour, this subject has received serious 
attention from leading economists. However, until recently there has been little 
connection between this work and the urban/hedonic modelling described above. 

Macro time series models

Muellbauer (2004) describes ‘typical Anglo-Saxon/Scandinavian house price models’ 
as having the following character. House price growth is a positive function of lagged 
price growth (the ‘momentum’ effect), a negative function of the relative/real level 
of house prices (the ‘correction’ effect), and a positive function of real incomes. 
House prices are seen as driven mainly by real incomes, in terms of long run 
fundamentals, with a cyclical tendency driven by the ‘bubble-building’ momentum 
effect ultimately curbed by the ‘bubble-bursting’ correction effect. Recognition of the 
potential of booms (and busts) to overshoot assumes that expectations are at least 
partly ‘adaptive’ and not wholly ‘rational’, consistent with other evidence that housing 
markets are not perfectly ‘effi cient’ (for example, Meen, 1999).

Meen’s work in the 1990s has been both prolifi c and infl uential. In Meen (1998) he 
added to the longer run fundamentals the following terms (in addition to income): 
ratio of dwelling stock to number of households; a measure of personal wealth; the 
‘user cost of capital’ (which is based on interest rates modifi ed by tax rates, infl ation, 
depreciation and house price growth); and repossessions. Variations on this model 
appear in Meen and Andrew (2003), Barker (2004), and ODPM (2005b). These are 
the long-term relationships on the demand side; the short-term equations pick up 
various dynamic effects and also include a range of dummies to capture particular 
abnormal episodes or regime changes. It should be noted that the model has price 
as the dependent variable, rather than quantity demanded as would be conventional 
in a simple demand model. Thus it may also be seen as an ‘inverted’ demand 
function.

A striking feature of work in this tradition in Britain is the high elasticity of prices with 
respect to real incomes (circa 2.4 in Meen, 1998). This is related to another feature of 
the underlying model, the supply equation for new housing, which consistently shows 
low values for the price elasticity of supply in Britain. Increases in demand driven 
by income confront a relatively inelastic supply, so leading inevitably to higher real 
prices. This also is refl ected in the pro-cyclical character of house prices (rising most 
in the ‘good times’), and the fact that prices are highest (and affordability worst) in the 
most economically buoyant regions.
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Regional time series models

Quite a number of the macro-studies of British housing have applied a similar 
model structure to regional time series (Ashworth and Parker, 1997; Giussani and 
Hadjimatheou, 1991; Muellbauer and Murphy, 1997; Munro and Tu, 1996). Meen’s 
(1999) approach is interesting, as he tries to examine the main features of regional 
house price dynamics (particularly the famous ‘ripple effect’) in a more rigorous way. 
Although the broad approach is similar to the macro models, the detailed content 
changes somewhat, with some variables being dropped (sometimes due to lack of 
data) and other variables being introduced. Consumption is often used as a proxy 
for ‘permanent income’, price variables often being indexed to national levels, and 
unemployment is often introduced. 

Meen (1999) concludes that the ripple effect is caused by adjustments within regions 
rather than between them. He argues that it is not migration or spatial arbitrage which 
explain it, so much as differences in economic performance amplifi ed by differences 
in response coeffi cients between regions, refl ecting structural differences, particularly 
the level of debt gearing. Although migration does not emerge as key in this study, it 
is worth refl ecting further on its signifi cance (see below).

If we are trying to understand and interpret house price and other market changes 
over time, we need to pay attention to relationships identifi ed in this literature. In 
other words, we need to recognise that factors like income, previous price levels 
and growth rates, interest and tax rates, the balance of demand and supply, 
unemployment and other labour market variables will all play a part. Some of these 
will have a different pattern over time in different regions, while some will only be 
meaningful at national level (e.g. interest and tax rates). For reasons which are not 
fully understood or agreed, there appears to be a pattern of leads and lags between 
regions in their cyclical behaviour, and comparisons between fi xed pairs of points in 
time (as used extensively in this report) must allow for this. 

Migration

The term ‘migration’ is most commonly used to refer to movement of people or 
households between different geographical areas, whether defi ned as regions, 
housing market areas, Local Authority areas or something similar, and within the 
country (i.e. internal migration). Movement between addresses we would refer to as 
‘mobility’.
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Migration is very important for planning new housing provision, where what matters 
is not just the total number of households, but where those extra households choose 
to live and how this relates to the location of existing dwellings.

Migration patterns in Britain display two clear tendencies (Bate et al., 2000; 
Champion, 1989; Champion et al., 1998a):

n a net inter-regional shift of population from the north of England to the south (or, 
in Scotland, from west to east)

n a net shift of population and households from cities to suburbs, smaller towns, 
and more rural areas, generally known as ‘counter-urbanisation’ or the ‘urban–
rural shift’.

These two tendencies are long-established, but concern about them has fl uctuated, 
along with migration rates themselves, across different economic cycles. Inter-
regional migration is generally seen as being related primarily to employment 
opportunities, although environmental factors may also play a part. Housing may be 
indirectly related, as an enabling factor (Bate et al., 2000; Hughes and McCormick, 
2000a, 2000b), but is generally more important, alongside environmental factors, in 
more localised movement, including the urban–rural shift.

With longer commuting possibilities, decentralising migrations may cross 
administrative region boundaries, so the two kinds of fl ows cannot be separated. 
When modelling migration it is not enough to focus just on the traditional 
demographic and labour market variables which have dominated past work on inter-
regional movement. It is also necessary to include factors which refl ect the quality of 
life and the type of housing opportunities available in different areas. 

In a recent comprehensive review of the factors infl uencing migration, Champion et 
al. (1998b) emphasised that age and stage in the life course are crucial, with different 
age groups infl uenced by different factors – young adults by higher education and 
fi rst job opportunities, families by labour market and environmental factors, retirement 
groups by housing and environmental factors. Higher socio-economic groups have 
a generally higher propensity to migrate. Social housing tends to be associated with 
shorter-distance migration, private renting is the most mobile, fl exible tenure, while 
owner-occupiers’ ability to move is greatly affected by variations in house prices. 
The broad hypothesis that home ownership is associated with reduced mobility is 
refl ected in a wider literature (see below under ‘Tenure perspectives’). Environmental 
factors are most important for intermediate distance moves and underlie the urban–
rural shift. Various policy factors are identifi ed, including local taxes, public spending 
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and higher education, but housing supply, infl uenced through planning, is seen as 
the most important policy factor.

A recent ambitious attempt at modelling migration in Britain is the model known as 
MIGMOD, developed by a team led by Champion and Fotheringham (ODPM, 2002). 
The model combined elements from econometric and spatial interaction modelling 
and applied these to a very detailed, disaggregated set of data on migration fl ows 
over 15 years linked to a very large and diverse set of ‘determinant variables’. Some 
of the scenarios tested on this model produced effects in the expected direction, but 
others were rather surprising in their results. The results for income, environmental 
conditions, social conditions and housing supply had the broadly expected positive 
effects on net migration fl ows, with environmental effects the strongest. House prices 
appeared to have a mainly positive effect on net migration, surprisingly from a simple 
economic perspective, but more plausible when allowing for housing’s role as an 
investment. 

As this discussion should indicate, migration is subject to a similar set of infl uences 
to house prices and other market outcomes. Indeed, migration (or its associated 
factor, population change) could be regarded as a housing market outcome in its 
own right. It makes more sense to look at it in this way, or as something determined 
alongside house prices, rather than to regard either house prices as an ‘independent’ 
explanatory factor for migration, or vice versa. This is broadly how we treat migration 
in our approach to higher (HMA) level market modelling. At the neighbourhood level 
we do not look explicitly at migration data, being aware of other separate research 
projects which are doing that in more detail. 

International migration is quite signifi cant in Britain, particularly in London, but it 
raises distinct issues, is measured differently, and probably needs to be treated in a 
separate, possibly ad hoc, fashion within models. We test for its effects in some of 
our models, while recognising that existing data are imperfect, being based mainly on 
a small sample survey of international passengers and making many assumptions 
about how long people are likely to stay. These issues have been heightened by the 
accession of eight new members states to the European Union in 2004, which has 
brought about a further increase in gross and net in-migration. This development has 
affected many areas, including some previously experiencing low demand.
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Social segregation and gentrifi cation

Segregation

Neighbourhoods differ in their social composition and this fact seems to be closely 
related to their standing within the housing market. The general term for this 
differentiation is ‘segregation’, although the focus may vary; in the USA it would refer 
to race or possibly income, whereas in Britain the emphasis would be on class or 
tenure. Meen et al. (2005) look at economic segregation, defi ned mainly in terms 
of income or unemployment, although some of the measures used were primarily 
developed to address racial segregation. Currently there is considerable policy 
interest in the issue of whether poverty is becoming more or less concentrated 
(i.e. segregated), although in part this is an interest in whether the absolute level 
of poverty is falling (which would have its largest impact in areas of concentration) 
(Berube, 2005; Dorling et al., 2007; Green, 1994; Lupton, 2005). Less attention has 
been paid to segregation in terms of demography, although Bramley and Morgan 
(2003) suggest that this is signifi cant, as the ‘city centre living’ boom seems to be 
conspicuously lacking in families with children (see also recent contributions on 
‘studentifi cation’). 

Why does segregation matter? Some of the arguments are about broad societal 
‘goods’, such as social cohesion, mutual understanding, and empathy; some are 
about political processes or service delivery, for example enlisting the sharp elbows 
of the middle classes to improve urban education or health services. Of particular 
interest recently have been arguments about ‘area effects’, for example the notion 
that it is worse (more damaging) to be poor in a poor area (Atkinson and Kintrea, 
2001). Despite considerable recent research attention to this issue, the evidence in 
support of area effects (as opposed to ‘compositional’ effects) in relation to a range 
of social outcomes is at best mixed. Nevertheless, it can be argued that there are 
some signifi cant examples in areas such as education or crime/safety, as well as in 
the basic quality of the local environment (Bramley and Karley, 2005b; Fisher and 
Bramley, 2006).

The argument for ‘area effects’ is often appealing to something about the local 
processes of social interaction that tend to go under the label ‘community’. A popular 
recent term for this is ‘social capital’: the resources represented by social networks, 
neighbourliness, civic engagement and so forth. It is plausible to argue that these 
things, although perhaps disparate and sometimes nebulous, are also valued and 
valuable in promoting a better functioning community with better social outcomes. 
The problem for the argument at this point is that there is no consistent evidence that 
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‘mixed’ or ‘balanced’ (i.e. unsegregated) communities have more social capital than 
more segregated ones. Indeed some segregated and deprived communities have 
high social capital, but are thereby open to the criticism of ‘inwardness’ (Atkinson 
and Kintrea, 2001). On the other hand, a suitably broad concept of social capital 
(embodying, for example, weak as well as strong ties) may more generally support 
the case for desegregation. Green et al. (2005) provide an interesting application of 
this concept to the case of depressed coalfi eld communities. 

In a sense much of the debate about area effects is not strictly relevant to our brief 
of accounting for housing market performance. It is only where the effect in question 
does impact on the housing market that we should consider it. House prices appear 
to be quite strongly related to the social status of neighbourhoods. There are many 
overlapping explanations for this: unmeasured quality variation in the houses, better 
schools, less crime, nice gardens, better maintenance, etc. Whatever it is, it is going 
to be reinforced by the demand side/affordability factor – only the better off can 
afford to live in a high price area – and by any tendency to ‘positional competition’ 
(Hirsch, 1977). As Meen et al. (2005) argue by referring to the ‘Schelling’ model of 
cellular automata, you do not need a very strong preference of richer people to live 
with similar people for segregation to result, and the market price mechanism will 
reinforce a system of purely voluntary moves. Indeed, in the light of these arguments, 
it is more surprising that neighbourhoods are not even more segregated than they 
are. Plausible explanations for that include inertia/immobility (particularly in owner 
occupation), the role of social housing, and particular ties (e.g. of kinship, birth, local 
culture, leisure activities, etc).

This discussion suggests that there are limitations with the conventional hedonic 
model when it comes to social goods which are related to social composition. A 
school with higher GCSE scores may appear to put £20,000 on the house price. 
But that may just be because (a) the area is located at a high point in the pecking 
order of local neighbourhoods and so will tend to house a relatively high income 
slice of the population, while (b) the higher GCSE score is a direct consequence of 
the high proportion of higher income, middle-class parents. In other words, there 
may be some confusing of cause and effect. Some writers have provided analyses 
which appear to suggest that the price premium on ‘school quality’ may be very high, 
but because of the perspective just mentioned some care is needed in interpreting 
this fi nding (Cheshire and Sheppard, 2004). An alternative view, for those services 
where ‘quality’ is strongly infl uenced by the social composition of the client population 
(crime being another example) might be that it is misleading to attribute house prices 
to the service quality measure rather than to the underlying factor, the social mix of 
the catchment. 
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Gentrifi cation

Gentrifi cation is the charming if anachronistic term for when a neighbourhood, which 
formerly housed lower income (working class) people, is subject to an ‘invasion/
succession’ or ‘colonisation’ process by higher income (middle-class) people. These 
processes have attracted a large literature in urban sociology/geography, much of 
it critical in tone. Clearly, a normative evaluation of such a process would depend 
upon the nature and circumstances of any displacement process affecting the 
former residents, including any recompense they received. In practice, successful 
gentrifi cation processes are not that common, because there is evidence that 
the relative social status of neighbourhoods is often stable over long periods. 
Nevertheless, the signifi cance of a ‘successful’ gentrifi cation for this study is clear; 
such a situation would be accompanied by an unusually large relative and absolute 
change in housing prices, as well as social composition and (probably) tenure. 

The opposite of gentrifi cation is a process of accelerated decline in the social and 
market status of a neighbourhood. The classic ‘Chicago school’ invasion–succession 
thesis, in the context of a growing city, would imply that a gradual (or small step) 
decline would be a normal/common process, particularly for older inner areas – a 
sort of social depreciation. This is different from the concept of a step change. Meen 
et al. (2005) discuss ‘tipping points’ which result from non-linear relationships, but 
only really in the case of extremes, i.e. the very poorest areas. These stories are 
effectively the same as those associated with the extremes of ‘low demand’ and 
abandonment (see below). A possible downward (reverse gentrifi cation) step change 
scenario for an area which was not at the bottom of the pecking order might result 
from a combination of economic decline or other factors leading to out-migration of 
middle classes and large scale in-migration of a poor (perhaps non-white ethnic) 
group. 

These processes might operate as a kind of moving frontier in space. In principle this 
could be picked up by a form of spatio-temporal modelling, but this assumes very 
good data over both space and time. 

Tenure perspectives

Tenure is obviously a most signifi cant institutional factor structuring the housing 
markets. The main tenures perform different roles, house different groups, and are 
subject to different market or non-market allocation/rationing procedures. Therefore 
we would expect these differences to be substantially mapped at neighbourhood 
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level, because of course neighbourhoods differ markedly in terms of their tenure 
composition. We would expect predominantly social rented areas to have lower 
income populations and lower prices than mainly owner-occupier areas. Similarly, 
we would expect areas with a considerable amount of private renting to display more 
residential turnover. 

Some of the long-established trends in UK tenure patterns may be expected 
to reinforce the ability to ‘predict’ neighbourhood characteristics from tenure 
composition. The trend to ‘residualisation’ of social rented housing (Forrest and 
Murie, 1983; Malpass, 2005) implies that areas still specialising in this tenure are 
more likely to house concentrations of low income households, the economically 
inactive, and households with social problems, and in a housing stock that is 
relatively unattractive.

Paradoxically, however, as owner occupation becomes more predominant, it also 
becomes a broader-spectrum tenure. This insight was provided most clearly by 
Burrows and Wilcox (2000), who suggested that around half of ‘the poor’ in Britain 
now live in owner occupation. Poorer owners may be expected to be found in areas 
of poorer quality and lower valued private housing stock.

There is a substantial strand of literature which argues that home ownership reduces 
mobility (including migration), and indeed that this is in some senses ‘a good thing’ 
(e.g. because it promotes ‘social capital’). Dietz and Haurin (2003, s.6) provide a 
good review of this argument and the relevant literature. The reasons for such lower 
mobility include transactions costs, ‘mortgage lock-in’, risk of capital loss/negative 
equity, and tax advantages. British contributions include Hamnett (1991), Henley 
(1998) and Hughes and McCormick (1981).

We are used to thinking of the UK housing market as owner-occupier dominated. 
However, each owner-occupier has a dual interest in his/her home: as ongoing 
housing consumption, and as a potential investment. In addition, there has always 
been some demand from private landlords and others who trade in housing property, 
for example small builders interested in conversion and refurbishment. This ‘investor’ 
market has been substantially enhanced by the rapid development of the ‘buy-to-
let’ market, funded signifi cantly by competitive mortgage products from the lending 
industry (the Council of Mortgage Lenders reported buy-to-let loans rising from £2 
billion in 1998 to £38 billion in 2003; JRF study reported an estimated c.500,000 
units added to private rental supply as a result). This increase may be driven longer 
term by the search for alternative investment vehicles to risky or underperforming 
equity markets and fi nancial institutions, particularly in an era when pension 
entitlements (private as much as public) are seen as under threat. This recent 
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increase in private renting builds on increases in the early 1990s which followed the 
1989 deregulation, the market recession and the temporary Business Expansion 
Scheme subsidy.

Investor demand is likely to behave quite differently from consumption demand. A 
structural shift towards more self-conscious investor involvement could alter market 
behaviour. In general, greater investor demand seems likely to increase market 
volatility, because it is in market upswings that capital growth makes the user cost 
of capital attractively negative (or, equivalently, the prospect of profi ts from capital 
growth seem most palpable). In a downswing, one would expect some investors to 
try to get out of housing. On the other hand, investors may be expected to be better 
informed and more ‘rational’ in their expectations than the general run of housing 
consumers. Rational investors expect bubbles to burst and prices to return to their 
longer-term fundamentals-based value. They also have to think about rental income, 
management costs and interest rates. They may be particularly sensitive to vacancy 
rates, as an indicator of immediate oversupply in the rental market, and as such a 
major danger signal to a landlord requiring regular rental income to cover mortgage 
payments (US evidence suggests strong sensitivity to vacancy rates at local/regional 
level).

Buy-to-let is particularly concentrated on certain local markets. It has been seen as 
a major factor associated with the boom in ‘city centre living’ and the demand for 
new high-density fl atted developments in central locations. However, the extent of 
investment-oriented purchase is seen as problematic when it leads to low occupancy 
and vacancies (Hickman et al., 2007; House of Commons, 2006). Speculative 
investment has also been noted in low demand areas, as described below.

Low and changing demand

In the the late 1990s there was a rather sudden realisation that all was not well 
with parts of the housing market in England, as the phenomenon of ‘low demand’ 
was discovered (DETR, 1999b; Holmans and Simpson, 1999; Keenan et al., 1999; 
Murie et al., 1998). Research confi rmed the signifi cance of the phenomenon in 
both social and private sectors as well as its strong concentration in more urban 
areas of the North and Midlands (Bramley and Pawson, 2002; Bramley et al., 2000). 
Subsequently a major policy initiative (the Housing Market Renewal Programme), 
specifi cally geared to addressing these problems was launched. Continued economic 
and market buoyancy since 1999 has lifted many of these regional and local housing 
markets, sometimes quite sharply, but opinions are divided as to whether the long-
term structural problems of these areas have been overcome.
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A number of defi nitions for low demand may be considered. In an economic sense, 
low demand can be said to exist if (a) there is disequilibrium with excess current 
supply and a tendency for the market to fail to clear; or (b) market prices are 
signifi cantly below replacement costs, implying negative land values and a situation 
where there is likely to be little private investment. A further possible (overlapping) 
defi nition (c) might be areas where prices are low both in absolute terms and relative 
to expected levels given objective characteristics of the area. It is also possible to 
defi ne low demand simply as (d) an occurrence of neighbourhood or housing quality 
near the bottom of the local housing market ‘pecking order’. 

Defi nition (a) is more extreme and less widely applicable than defi nitions (b) or 
(d). (b) occurs across wide areas of urban northern England. (c) may exist for a 
signifi cant sub-set of lower priced areas. (d) exists by defi nition in all market areas. 
(a) and (c) are particularly interesting from a modelling viewpoint as they both 
suggest non-linearities, as discussed in Meen et al. (2005). (a) also raises issues of 
measurement. Can we obtain measures for the amount of housing currently offered 
on the market, which combined with transactions could yield ‘time to sale’ measures? 
Can we use vacancies as an indicator of this phenomenon? 

Bramley et al. (2000) found that market transaction rates (over private stock) tended 
to be particularly low in low demand areas, and also generally found high vacancy 
rates in such areas (although vacancies can also be high in some high demand 
areas, like central London, due to investor and absentee demand1). Recent evidence, 
from a period of sustained high demand nationally, suggests that some areas which 
are ‘low demand’ in sense (b) or (d) above can experience periods of relatively 
high transaction rates. This may refl ect a backlog of frustrated sales, speculative 
behaviour by landlords and others, or a tendency of such areas to house ‘high 
turnover’ groups. It is clearly true that ‘low demand’ (i.e. relatively low price) areas 
will be more ‘affordable’ and hence able to attract more buyers. Cross-sectionally, the 
relationship between general price level and transaction rate may be U-shaped rather 
than simply upward-sloping. 

It is diffi cult in practice to separate the private rented sector from the owner-occupier 
sector, as dwellings often change status between these sectors without this being 
registered in any offi cial data system (in the longer term this might be monitored 
through better use of the Council Tax data). It is diffi cult to determine the tenure of 
a vacant private dwelling. An increase in private renting in a low demand area may 
refl ect reluctant acquiescence by owners unable to sell, or speculative acquisitions 
by landlords with a short time horizon and an eye to possible compensation or 
gains following regeneration interventions. A possible indicator of low demand for 
private renting might be a high share of tenancies occupied by benefi t-dependent 
households. 
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Low demand in the social rented sector tends to be refl ected in quantity measures, 
particularly vacancies, re-let2 rates, re-let intervals and relatively short queues 
(waiting lists). Bramley et al. (2000) argued that re-let rates tended to be the best 
single measure, implying that in general low demand in this sector goes with higher 
turnover, the opposite of the situation in owner occupation. However, turnover rates 
also refl ect housing type and demography, especially at neighbourhood level.

Concluding points

The patterns exhibited by urban housing markets can be understood through the lens 
of well-established theories of urban structure, while recognising the complicating 
infl uences of planning and public housing interventions and also the decentralising 
forces associated with transport technology and affl uence. Accessibility as well as 
both physical quality and social character of neighbourhoods must be accounted for 
in analysis of housing markets. The well established literature on hedonic house price 
models gives many pointers to such effects and how they should be modelled, but 
has contributed less to our understanding of change. City regions or travel to work 
areas should be regarded as distinct housing markets, but there is less consensus 
about how far smaller segments within these areas should be regarded as sub-
markets, rather than simply an array of choices within the market.

Macro and regional economic models have deployed sophisticated econometrics 
to illuminate the dynamics of housing market change over time, as a function of 
fi nancial/fi scal, economic and labour market changes. This work has revealed the 
sensitivity of prices to incomes, the unresponsiveness of supply to prices, and the 
tendency of the market to cyclical fl uctuations which tend to overshoot. Regional 
studies have focused particularly on the so-called ‘ripple effect’, whereby market 
cycles tend to be displaced in time in different regions, without coming to a full 
consensus on the causal mechanisms involved. However, it is clear that incomes and 
employment/unemployment are important drivers of the market at this level.

Migration is partly a mechanism which refl ects and transmits these infl uences 
between regions, but it is also increasingly recognised as a refl ection of people’s 
search for affordable/appropriate housing opportunities and better living 
environments, with different age groups moving in different directions. Migration is 
integral in market adjustment, implicit in some models but explicitly recognised in 
others. Particular attention has focused recently on international migration, which 
may act as more of an external driver on some local markets.
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There is growing interest in the socio-economic composition of neighbourhoods, 
because of the wide range of social processes associated with it which may 
enhance or damage social outcomes. In this study we are primarily interested in 
the way this interacts with housing market performance. There are strong grounds 
for expecting housing values to be strongly related to the socio-economic status of 
neighbourhoods, in a mutually reinforcing fashion. Housing supply, particularly by 
different tenures, will affect this, although processes of change within the existing 
housing stock may operate autonomously (as in the case of gentrifi cation). 

We expect the different socio-economic and demographic profi les of the main 
tenures to map onto neighbourhoods. However, although ‘residualisation’ of social 
housing accentuates tenure differences, owner occupation is becoming a more 
diverse tenure. Tenure also affects market character in terms of mobility and turnover. 
Investment motives are important not just for homeowners but also for private 
renting, reinvigorated by deregulation and the ‘buy-to-let’ phenomenon. This may 
reinforce speculative bubbles, particularly in areas like city centres where such 
demand may underpin current investment in high density fl atted developments. 

The long market upswing since the early 1990s has been accompanied by intense 
concern about certain areas which may be left behind, the phenomenon of ‘low 
demand’, which has generated a distinct strand of policy towards Housing Market 
Renewal. This provides a particular policy context within which there is intense 
concern with both indicators and underlying drivers of neighbourhood market 
performance. We therefore attend particularly to the defi nition and measurement of 
low demand.
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General approach

Dimensions of performance

The idea of a ‘healthy’ local housing market does not have a single unambiguous 
meaning. So, although we regard house prices as the most useful and important 
single type of market indicator, we are interested in other measures which may 
refl ect other aspects of market performance. For example, two neighbourhoods may 
have similar prices but different rates of transactions turnover. Also, to the extent 
that housing tenures, and possibly certain types of housing, represent distinct 
sub-markets, then we would expect patterns for these different segments to show 
a different profi le. An area may have low demand/excess supply for social rented 
housing while still at the same time having a relatively healthy private owner-occupier 
market. 

It is therefore desirable to work with a suite of indicators, to refl ect these different 
aspects of performance and potential sub-sectors of the market. This will give a fuller 
and more robust picture of the situation in a locality. It may help to point to different 
factors (drivers) which are affecting different areas, and it will help to point up 
different groups affected and different policy messages. The use of a combination of 
indicators of this kind may also help in the defi ning of a typology of neighbourhoods/
localities, and could certainly be used to test the validity of some externally-defi ned 
typology.

Nevertheless, when working with a set of housing demand(/supply) measures, it is 
tempting to try to gather these together in a composite indicator. We have explored 
this, with a particular emphasis on ‘low demand’, with results as described in Chapter 
2. Data exploration and reduction techniques such as factor analysis or cluster 
analysis may be useful for such a task, and we make some use of these tools.
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Objective vs subjective measures

Most of the measures used in this study may be characterised as relatively hard, 
objective indicators. That is probably as it should be, but there is arguably a role 
for more subjective measures to complement this. Such measures may be derived 
from household surveys and can provide ‘self-reported’ indications of people’s 
general satisfaction with their home or their immediate neighbourhood, or the self-
reported incidence of a range of neighbourhood problems (graded by severity). Such 
measures may be regarded as a useful complement of objective measures. We 
are therefore in this study also drawing on such sources, in particular the Survey of 
English Housing for 2003–04 and some earlier years.

They may both confi rm the picture presented by market indicators, but also to 
some extent begin to explain some of the relationships in terms of the types of 
environmental, social or economic interactions involved. Such survey evidence can 
also be relevant to phenomena which, while recognised in economic theory, may be 
diffi cult to identify from hard market data. For example, people who are very satisfi ed 
in a market which is not under pressure may be said to have a ‘consumers’ surplus’. 
Correspondingly, people suffering in a dysfunctional area where the housing market 
is ‘failing’, in the sense of either or both of severe negative externalities or failure to 
clear, can register their negative evaluation in this way, even if they cannot sell or 
move.

Description and modelling

The analyses of data undertaken divide into two stages or categories: description 
and modelling. Descriptive analyses review all the market related indicators in terms 
of their pattern across different types of neighbourhood within different regions, 
and also in terms of changes over time. These descriptive analyses are presented 
in Chapter 2. Chapter 4 presents a more detailed description for case studies set 
against wider benchmarks.

The modelling analyses are primarily intended to explore and test hypotheses about 
the role of different drivers of housing markets in accounting for the patterns and 
changes so described. This gets to the empirical core of the study, and attempts to 
test and quantify possible relationships which were initially suggested in Appendix 
A. These general modelling results are summarised and reviewed in Chapter 3. 
This chapter also discusses, in a concise and non-technical fashion, some of the 
issues which arise in modelling neighbourhood housing markets. Modelling on 
more detailed data for case studies is covered in Chapters 4–5. The fi ndings and 
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implications of the modelling in respect of the impact of new building are the subject 
of Chapter 5.

Framework

Small area and higher level geographies

‘Neighbourhood’ is defi ned for this study primarily on the basis of ward. An alternative 
would have been to use Census ‘Super Output Areas’ (SOAs). Signifi cant work can 
be entailed in translating data onto a common geographical basis. SOAs may be 
closer to most defi nitions of ‘neighbourhood’ and are more consistent in terms of 
population size than wards, but wards were chosen as the main basis for this study. 
The main reason for this was to have suffi cient size of unit to contain viable numbers 
of market transactions to analyse. 

However, it is possible to attach to individual datasets attributes of very small areas 
(streets or blocks), using Census output at their lowest scale of ‘output areas’ 
(COAs). We make some use of this approach in analysing the Survey of English 
Housing (SEH).

For England as a whole, there are 354 LAs and around 8,000 wards accommodating 
approximately 21 million households. 

The higher level geography entails invoking the concept of the Housing Market Area 
(HMA). This is the area at which it is assumed the forces of supply and demand work 
themselves out and the level at which the key economic and demographic drivers 
operate. Again for reasons of practicality, we rely in this paper on two compromise 
sets of areas to to represent the HMA concept: local authorities (n = 354) and former 
Health Authority (HA) areas (n = 90). The latter comprise single large authorities 
(metropolitan districts) or groupings of smaller authorities (London boroughs, districts 
within former counties). 

LAs are most convenient as a basis for data compilation and are a reasonable 
approximation for HMAs for lower income households. LAs nest within the larger HA 
units. These larger units were the basis for the migration model known as MIGMOD 
and provide the basis for the annual ‘panel’ dataset constructed by the researchers, 
which now covers a period of 20 years (1984–2004). While as spatial units the HAs 
are imperfect (some counties are too large, while some metropolitan districts might 
perhaps be better grouped with neighbours), we believe this is offset by the value of 
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the panel model as a framework for handling HMA level economic, environmental 
and demographic infl uences. 

Summary of analyses

We originally envisaged four distinct pieces of analysis, based on the constraints 
of data availability at different levels and for different time periods. In practice these 
were modifi ed somewhat as additional sources were identifi ed, while shortcomings 
with some sources were identifi ed.

1 Individual analysis of Survey of English Housing pooled over a number of 
years (from 1998–99 to 2003–04) focused on the outcomes of housing and 
neighbourhood satisfaction, mobility and intention to move, with data attached on 
house prices (Local Authority or post code sector level or imputed to wards) and 
selected ward (or COA/SOA) Census attributes for the whole of England. 

2 Small area analysis of house price and owner-occupier transaction rate data from 
Land Registry, from 1995 to 2004, for the whole of England, with data attached 
from Census (1991 and 2001), IMD, Neighbourhood Statistics and CORE. The 
Land Registry has a fl ag for new build so we have a measure of new private 
building (but this does not separate private rental).

3 Small area (as 2) analysis of stock/population/household change, vacancies, 
turnover levels and changes in tenure, poverty etc with changes measured over 
10 years 1991–2001 (mainly based on Census) or in some cases up to 2004.

4 Small area analysis as for 2 and 3 above, but for selected case study areas 
only; here additional local data would be included on land availability, alternative 
measures of vacancies, social sector turnover and demand, private and social 
completions, LA investment, Annual Business Inquiries (ABIs), and other major 
initiatives. Local data may allow more outcomes to be measured as annual series 
post-1995, and not just as changes 1991–2001. In practice the extent to which 
usable data could be obtained from local authorities was less than anticipated; 
however this is balanced to some extent by the greater scope of data analysed 
for the whole country, particularly in relation to house prices, RSL supply and 
demand and planning/development. Chapters 4–5 report and discuss analyses 
for case study areas.

The analysis in category 2 has been taken further than originally envisaged, in two 
respects. Firstly, house price and transactions data were also obtained from the 
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Nationwide Building Society, going back considerably further in time (to the 1980s) 
and including more individual dwelling attributes. Secondly, the parallel project for 
ODPM on measuring and modelling housing demand has provided more extensive 
opportunities for testing various modelling approaches to price and other demand 
data, including further development of the higher level panel model, more use of 
spatial interaction and accessibility variables, and price standardisation. In the 
process this has brought about access to additional data sources. 

Data sources

Data sources are not described in detail in the main text here, but are identifi ed and 
briefl y commented on in this appendix. Broadly speaking, datasets come in two 
main categories – those which are nationally available and those which could be 
compiled from local sources for selected case study areas only. National datasets 
are generally available down to small area level, but some are only available for local 
authorities or higher geographies. Large-scale household surveys are of course 
available at individual level, and may have small area attributes attached to them, 
although sample sizes are not suffi cient to generate scores for individual small areas. 

Particularly important are the data on housing market outcomes, specifi cally market 
prices and transactions. This paper draws on two key sources here.

n The Nationwide Building Society (NBS), an important national mortgage lender, 
which has maintained detailed transaction records (including many property 
attributes, and location) since 1980 and which regularly publishes regional 
indices.

n HM Land Registry, which has compiled data on all housing transactions 
since 1995, with very limited attribute data attached (four house types, new/
secondhand, and location).

The NBS data have the advantage of covering a much longer period of time 
and providing a richer set of attributes, but the disadvantage of representing a 
variable minority segment of the market (currently over 10 per cent of mortgaged 
transactions). In a separate project for ODPM (now CLG) we explored the adequacy 
of modelling procedures to standardise the LR price data using individual and small 
area attributes, compared with hedonic models developed using the richer NBS 
dataset. In this report we report and compare analyses using both sources. 
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Another key challenge is to incorporate data on the quantity, location and 
characteristics of new housing development. Six data sources are relevant here.

1 The LR data provide measures of the number of new homes sold (since 1995).

2 A private organisation (Emap–Glenigan) has built up a database from local 
planning records of new housing sites, private and social. This is gradually 
building up towards fairly full coverage in the period since 1999.This information 
is used in conjunction with data from 1 and 5.

3 The Continuous Recording System (CORE) maintains a record of new fi rst time 
lettings of social housing units, postcoded since 1998 in England.

4 Comparisons of 1991 and 2001 Censuses on a common geography can identify 
measures of net change in dwellings by tenure.

5 Offi cial statistical returns (PS2 planning and Local Housing Statistics) provide LA-
level numbers of new permissions, completions and demolitions.

6 Postcode data was explored as an additional means of identifying the location 
and timing of new development, but this was unsuccessful.

This report provides results using a combination of these sources. It can be seen that 
the data available provide a much fuller picture for the period since about 1998–2000 
than for the earlier period. 

Other data sources used to provide indicators at small area level include the 
following:

n Data from an ODPM (now CLG) survey of town centres, giving distance to 
nearest centre above successive size thresholds.

n A new CLG source known as the Generalised Land Use Database (GLUD), 
which is a set of land use measures derived from OS Mastermap, enabling the 
calculation of urban form and space measures such as plot size, ratios of gardens 
to dwellings, and general greenspace ratios. 

n Indices of Multiple Deprivation (2004) and some of their component measures, 
for example the ‘Geographical Barriers’ score which measures rurality, the low 
income poverty score, education and crime measures.
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n Housing stock, vacancy and second home rates by ward (2004, 2005), from a 
special return generated for Neighbourhood Statistics (NeSS).

n Measures of geographical access to jobs based on 1991 and 2001 Census 
workplace and travel to work data, developed by Coombes and Raybould (2005).

Additional data available only at LA level included: public sector housing re-
lets; vacancies by private/social sector; waiting list and homelessness numbers; 
international migration data; job growth and unemployment rates; proxy-based 
income estimate; and household growth.
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Transforming places
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Appendix C
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