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Executive summary

As Al technologies evolve, they must benefit the whole public. To achieve this, everyone must
be given the platform to participate in conversations about the design, use, and governance
of AL Non-profit organisations, particularly those that are grassroots, have so far not been

adequately represented in such discussions or decision-making.

Recognising this, JRF commissioned We and Al (https://weandai.org/) to conduct mix-

method research exploring:

e Why and how do non-profit and grassroots organisations engage with generative Al
tools?
e What are the main drivers and key elements that shape this engagement?

e How do these organisations see their role in shaping the broader AI debate?

Promises of generative Al’s efficiency gains are causing
excitement
Non-profit and grassroots organisations are excited about the potential for generative Al to

quickly increase their productivity, particularly in response to increasing economic pressures

and rising service demands. Many are rapidly experimenting with and adopting such tools,
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hoping for significant benefits:

78% of non-profit and grassroots organisations use generative Al tools in some

capacity

71% of organisations using generative Al tools do so to work more efficiently

63% of organisations apply generative Al tools in advertising, marketing, PR, and

communications

47% of organisations use generative Al tools to save labour costs.

Tools are described as cost-cutting solutions in financially uncertain environments, helping to

lighten workloads, remove administrative barriers, and enhance service delivery.

“Our economic predictions have been bang on so far, sadly... Al is possibly

the biggest opportunity we’ve seen in decades.”

Interviewee

They also help address accessibility needs, acting as personal assistants for staff and making
services more accessible to beneficiaries. Uses include generating closed captions, creating
accessible written summaries, providing automated translations, and generating alt-text for

images.

However, these successes are not evenly distributed:
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While most organisations lack formal policies concerning generative Al usage, larger

organisations appear more prepared:

e 73% of organisations do not have policies or guidelines about Al in place.

Of those organisations with AI policies or guidelines, two thirds have annual incomes

exceeding £1 million.

Smaller organisations, particularly those without existing exposure to hew technologies, or
high levels of digital literacy, or whose values conflict with generative Al usage (such as
climate concerns), either avoid using these tools, or do so without proper governance

structures.

A discussion group participant said:

"We are a grassroots organisation, we have no plan as to how we’re going to use this
[generative AI] at the moment. It’s just lending itself quite nicely, and we’ve got absolutely no

thoughts as to how we need to control that.”

A lack of governance could become increasingly concerning, in leaving organisations exposed
to risks. Similarly, short-term efficiency gains may not be sustainable due to the (unforeseen)
time needed to monitor outputs, manage compliance, quality, and frust issues, and adapt to

new tools.
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They may also undermine organisational cohesion, trust and internal values:

Despite high adoption rates, organisations share many concerns regarding generative Al

tools:

e 70% are concerned about data privacy and security
e 63% worry about accuracy

e 57% are concerned about representation and biases.

Navigating ethical dilemmas around trust, disclosure and organisational values is also

challenging:

e 70% of organisations who are using generative Al say they 'somewhat’ trust outputs

from tools

e 15% of organisations disclose their use of generative AL

Even when organisations are aware of the risks and want to act ethically, there is a lack of
clarity around what this means in practice. For some, truly following their organisational
values might mean stopping using generative Al tools altogether. Yet, this may prove difficult
given the financial incentives to use such tools and the ease with which they are embedded

across common digital platforms.

And they may distract from developing more appropriate, affordable, or transformational

solutions:
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Generative AI may not be the ‘silver bullet’ many ‘techno-solutionist’ narratives claim. As more
organisations adopt these tools, short-term competitive advantages for early adopters may
be harder to maintain. Organisations must still compete in funding cycles - as generative Al
does not lead to extra funding becoming available. Prices may also rise once tools become

embedded in workflows.

Positioning generative AI as solving the economic and operational challenges facing many
non-profit and grassroots organisations may distract from pursuing other, potentially more

transformational, solutions that address the underlying causes of these pressures.

Early use of generative AI may, therefore, not lead to significant long-term improvements to
non-profit and grassroots organisations’ ability to deliver services, remain financially

sustainable and tackle social and environmental challenges at their root.

Non-profits and grassroots organisations are largely excluded
from wider Al discourse
59% of organisations are not engaged in the broader AI debate, citing a lack of awareness of

opportunities for involvement, not being asked to get involved, and resource limitations as the

main factors.
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Some recognise the sector’s unique value in being well placed to advocate for communities at
a time of significant change. However, there is limited consensus on its role, and little mention
of the mechanisms at its disposal to co-ordinate efforts, hold government and industry to

account, or influence decisions.

“How [do] we [as non-profits] then get involved with key players to make

those changes and be the people that shape AI?”

Discussion group participant

Building connections, through convening organisations with both tech and
social/environmental missions, is seen as beneficial. Such collaborations could set agendas
outside the commercial influence of Big Tech. Funders can play a pivotal role in resourcing the
sector’s ability to build resilience, capacity, and capability to explore AI’s longer-term

implications.

Through understanding the impact of AI technologies on society, the non-profit and
grassroots sector can become an active stakeholder in addressing the socio-technicalities of
AI systems, rather than passive consumers of these technologies dominated by private sector
interests. Without sector engagement, initiatives aimed at developing Al for public good

cannot have an adequate understanding of what that might enftail.
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1. Introduction

As AI technologies evolve, they must do so in ways that benefit the whole public. To achieve
this, everyone must be given the platform to participate in conversations about the design,
use and governance of AL The voices of non-profit orgoniso‘rionsl, particularly those that are
grossroo‘rsz, have so far not been adequately represented in decision-making about Al

technologies at various levels.

Recognising this, JRF commissioned We and Al (https://weandai.org/) to explore the extent

to which non-profit and grassroots organisations in the UK practically use generative Al tools,

alongside how such organisations engage in the broader AI debate.

We sought to explore the following questions:

e Why and how do non-profit and grassroots organisations engage with generative Al
tools?
e What are the main drivers and key elements that shape this engagement?

e How do these organisations see their role in shaping the broader AI debate?
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2. About this research

Both We and AI and JRF have previously written about the role of civil society in shaping the
future of AI (Duarte and Kherroubi Garcia, 2024; Ibison, 2023). However, in this research, we
consider our findings as the start of a wider conversation that connects multiple non-profit
and grassroots decision-makers to share the reality of their organisations’ experiences with
generative AI and wider AI developments. Considering the broader context in which each
organisation operates, this research allowed them to connect and learn from each other in

sharing their experiences.

Research on the adoption of digital and AI technologies within the sector® has previously been
conducted at a quantitative level, as by Charity Digital Skills (2023) and CAST (2024a). Our
approach seeks to combine a short survey with in-depth discussion and interview elements to
delve deeper into the specific motivations and experiences regarding organisational use of

generative Al

Highly publicised public releases of generative Al tools have recently provided new

possibilities for automation to all types and sizes of organisations (OpenAl, 2024). It therefore
seems fimely to focus on generative Al as a starting point for exploring views and experiences
from non-profit and grassroots organisations that represent and support the lived experiences

of many marginalised groups and communities across the UK.
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The perspectives of this part of civil society are often represented by think tanks and
academia, by groups already focused on influencing national discourse around technology or
by a small number of polled individual representatives who may not be close to the needs and
challenges of particular communities. As such, narratives surrounding civil society’s views of Al
are incomplete and may not reflect the concerns, hopes and realities of many mission-driven

organisations.

Given the massive impact of Al technologies on society, we focus specifically on how non-
profit and grassroots organisations with social and/or environmental missions are
approaching generative AL, alongside their engagement with wider AI discourse. We explore
the underlying factors driving such decisions and perspectives, including a consideration of
the economic reality and key challenges such organisations face. This uncovers how existing
power dynamics, values and social contexts affect the narratives around, perception of and
use of generative AI within such organisations, as well as their engagement in wider Al

debates.
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3. Background

Within an uncertain UK and global economic climate, non-profit and grassroots organisations
are facing economic pressures that are prevalent across the nation. These are compounded by
the rising demand for many organisations’ services, as well as their funding models. The recent
proliferation of generative Al technologies may therefore be seen as a solution to the sector’s

increasingly stretched budgets.

Al context

Artificial intelligence (AI) refers to a broad range of technologies that produce outputs by
uncovering patterns in huge datasets. The term ‘AI’ has referred to the research into
producing such technologies since the 1950s, when a group of researchers proposed
simulating the human mind with machines (McCarthy et al., 1955). In the following decades, AI
has evolved to encompass many tools that we use in our day-to-day lives, such as

spellcheckers, recommendation algorithms and face or voice recognition tools.

A recent change in the Al landscape was prompted by the launch of ChatGPT in November
2022. ChatGPT is an AI chatbot developed by OpenAl It is estimated to be the fastest-
growing consumer application in history (Hu, 2023). The tool catalysed greater public
awareness about AL. Some estimates show that 95% of the public has heard of AL, and 66%

can provide a partial explanation of what AI is (CDEI, 2024). The proliferation of such
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technologies has also resulted in the growing popularity of the term, generative Al

‘Generative AT’ refers to AI-powered tools that take user inputs (usually text) and output some
form of media (such as text, image or sound). OpenAI’s ChatGPT, Google’s Bard and
Anthropic’s Claude are examples of text-to-text tools. Text-to-image generators include Stable
Diffusion and Adobe’s Firefly. The versatility of generative Al tools means that they can be
efficient workplace productivity boosters (Mittal et al., 2023). Claims of generative Al tools’
capabilities and performance, however, do not always live up to their promises as generated

information can be limited, biased and false (Hsu and Thompson, 2023).

The launch of ChatGPT marked a new era for generative Al tools. No longer were such tools
restricted to internal industry use, nor were they too expensive for the wider public to use.
Such tools are now publicly accessible, cheap or even free. They were also praised as having
the potential to significantly boost productivity and add £31 billion to the UK per year (KPMG,
2023). The UK’s AI Strategy is thus heavily focused on ‘productivity, growth and innovation

across the private and public sectors’ (GovUK, 2022).

Although the promises of increased productivity and economic growth are causing much
excitement, including among governmental bodies (GovUK, 2024a) and industry players
(McKinsey, 2023), there are many unanswered questions regarding the regulation and
governance of these emerging tools. The UK Government published a framework on how to
use generative Al tools ‘safely and responsibly’ in 2024 (GovUK, 2024b). However, this

framework is not legally binding and the lack of enforced regulation has raised concerns that
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we might see scandals similar to the intfroduction of Horizon to the Post Office (Benett, 2024),
or the predictive standardisation algorithms used in grading A-level exams in 2020 (Coughlan,

2020).

With this context in mind, in what follows, we suggest some specific factors influencing the

role of AI across UK non-profits.

Generative Al tools are heavily marketed to the sector

A key marketing strategy for AI companies is to stress that such tools boost

productivity (Nielsen, 2023). For non-profit and grassroots organisations, gaining an edge in
their workforce productivity is crucial. Generative Al tools can both automate simple, time-
consuming tasks, such as data entry, as well as support more research-intensive tasks, such as

preparing fundraising bids (Thirdsector, 2024).

Fundraising platforms have already begun to integrate Al into their processes to enhance
their donation pages; JustGiving has recently integrated generative Al into its

platform (Blackbaud, 2023). Saving time in these areas could allow non-profit and grassroots
organisations to focus on non-admin or operational activities, including on-the-ground

delivery or beneficiary engagement.
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The UK appears to have mixed opinions about Al

Awareness, opinions and expectations about AI amongst the UK public are mixed. Whilst
people think that AI may be beneficial in certain applications, including access to healthcare,
improving their shopping experiences, or increasing their access to learning or education, over
one-third of UK adults think that AI will not amount to an overall positive benefit to their

lives (Harris et al., 2023).

Some groups are resisting the roll-out of these tools on the basis of violations of human rights
and civil liberties, abuse of power, lack of tfransparency, and weakened regulations for
technology companies (Big Brother Watch, 2023; No Tech For Tyrants, 2022). Others are
worried about the loss of ‘humanness’ and highlight the need for regulation in order to be able
to trust AI systems (Harris et al., 2023). With these concerns in mind, governments are
developing strategies to ensure Al technologies protect citizens, society and the environment

(GovUK, 2019; (https://www.gov.uk/government/publications/regulation-for-the-fourth-

industrial-revolution/regulation-for-the-fourth-industrial-revolution)Kremer et al., 2023).

(https://www.gov.uk/government/publications/regulation-for-the-fourth-industrial-

revolution/regulation-for-the-fourth-industrial-revolution)

Lack of digital and data infrastructure to make the most of Al

Many UK non-profit and grassroots organisations lack the digital and data infrastructure to

support the adoption of Al such as computers with up-to-date software and IT infrastructure.
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In a survey of over 500 charitable organisations, 20% said their IT provision was poor and
22% said it was a regular challenge (Amar and Ramset, 2023). Consequently, organisations
that understand the benefits of generative AI may simply be unable to use these tools
effectively or securely. Notably, larger charities do not face this issue to the same extent (CAF,

2022b).

Wider civil society currently lacks a voice in Al discourse

To date, wider civil society has struggled to find its voice in discourse regarding AI and has
therefore had very little influence in the UK’s Al landscape and developments. The absence of
non-profit and grassroots organisations from such discussions is best exemplified by their
exclusion from the UK Government’s flagship Al safety summit in November 2023. Hosted at
Bletchley Park, the summit featured representatives from across the AI industry and
government, alongside a minority of civil society organisations whose work already focused
on AI (Ada Lovelace Institute, 2023a). This distinct lack of representation from the wider non-
profit and grassroots community led to an open letter co-signed by over 100 individuals
arguing that ‘the communities most affected by AI have been marginalised by this summit’

(The Open Letter, 2023).

Meaningful engagement with wider non-profit and grassroots organisations, particularly those
whose activity does not focus on technology, could widen current discourse to focus beyond
the technicalities of AI systems and consider the socio-economic and political contexts within

which AI tools are developed and used (Dignum, 2019).
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Non-profit and grassroots organisations also have a role in holding government and industry
to account. As such, their input into AI discourse could serve as an accountability mechanism
that shifts AI developments from solely prioritising profit to a range of advancements that
serve much wider communities and social goals. Combining both technical and social
perspectives can support the development of a deeper critique of the responsible and fair use

of such systems.

Economic context

Much like the rest of the economy, UK non-profits and grassroots organisations have been
subject to inflation-related macroeconomic pressures (Newton, 2023). The legacies of austerity
and the pandemic have affected organisations across the nation. In addition, non-profit and
grassroots organisations are subject to unique challenges due to how they operate, and the

role they play in society (Newton, 2023).

Donations to charities are slowing down

Owing partially fo a UK-wide reallocation of resources during the pandemic, £10.7bn was
given to charity in 2021 compared to £11.3bn in 2020 (BBC, 2022). This trend of decreased
public donations to charitable organisations continued beyond the pandemic, with 4.9 million
fewer donations made in 2022 (CAF, 2022a). Considering that inflation rates did not peak (at

19.1%) until March 2023, the situation is much starker in real terms.
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The UK’s giving habits have not recovered since the pandemic and, where they have, they
have been directed towards the war in Ukraine (CAF, 2022a). Whilst not all mission-driven
organisations receive public donations, this trend still highlights the negative economic

impacts of inflation and squeezing incomes on the sector more broadly.

Demand for services is ramping up

Public demands on non-profits are growing. The ongoing cost of living crisis and cuts to local
services have made beneficiaries reliant on non-profits for basic essentials. The number of
low-income households unable to afford food, and who are behind with their bills, tripled
between 2019 and 2022 (Earwaker and Johnson-Hunter, 2023). In response, the number of
emergency food parcels distributed by the UK’s largest network of food banks grew by 37%
between 1 April 2022 and 31 March 2023 (Trussell Trust, 2024).

Inflationary pressures and decreasing donations affect non-profit and grassroots
organisations’ budgets, and the continuing cost of living crisis increases demand for charitable

services, stretching such organisations even thinner.

Recruitment is a challenge

For organisations across the UK, staff recruitment has been a challenge for some time; non-
profits have not been immune to this. In August 2022, 80% of small firms faced difficulties

recruiting applicants with suitable skills (Russell, C., 2022). On the labour supply side, the
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proportion of people not in employment and not seeking work has not returned to pre-
pandemic levels (ONS, 2024). Both the COVID-19 pandemic and Brexit have been used to

explain the UK’s skills shortage (Francis-Devine and Buchanan, 2023).

For the non-profit sector in particular, this has meant estimates of 7 in 10 organisations
struggling to recruit staff (Larkham, L. and Mansoor, M., 2023). Recruiting and retaining
volunteers has also become a challenging area. Fewer people volunteered than hormal
throughout 2021 and into 2022 (CAF, 2022c). This has been the trend for over a decade but
was accelerated during the COVID-19 pandemic (DCMS, 2023). Without volunteers, over 90%
of non-profit and grassroots organisations with incomes under £50,000 would cease to

function (Kenley and Larkham, 2023).

Trade-offs between funding and mission

Facing economic uncertainties, non-profit and grassroots organisations have increasingly
admitted to delivering services that do not directly align with, or benefit their mission, having
to prioritise their financial security over their charitable objectives (Clay et al., 2024; Young
and Goodall, 2021). As a result, funding applications have become significantly more

competitive, creating a climate of competition over collaboration (Young and Goodall, 2021).

In summary, a confluence of complex economic, social and technological factors serves as a
backdrop and motivation for this report. Whilst economic pressures will affect almost all
sectors, non-profit and grassroots organisations face many unique challenges that make them

particularly vulnerable. In an industry where cost-cutting may mean the difference between
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continuing to help lives or closing for good, such organisations could be prime beneficiaries of

the sort of automation generative Al tools can provide.
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4. Collecting the data

This research followed a mixed methods approach over 3 main phases: survey, discussion
groups and interviews. All data was collected between February and April 2024. For full details

of the research methodology please see section 8 of this report.

Organisations with a broad range of social and environmental missions were invited to take
part in the survey, through targeted approaches via social media, email, relevant third-party
newsletters and phone. Organisations were targeted based on variations in size, annual
income, geographical location and mission area to ensure voices from across the sector were
present in the research. Organisations with missions solely related to the adoption of digital
and data-driven technologies, or tackling digital inequities, were not included in the research.
It was assumed that such organisations were more likely to be already engaged in issues

relating to AL

In total, 51 different organisations completed the survey. The survey included questions on
formal and informal organisational use of generative AI, potential benefits and concerns
regarding generative A, and awareness and engagement in the broader debate around Al

See the appendix for the full survey results.

Three online discussion groups were subsequently carried out, bringing together decision-

makers from organisations that had completed the survey. In total, 16 individuals across 15
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different organisations attended. Discussion groups were guided by a series of questions to
explore survey responses in more detail. To read the discussion group guide, please see

section 8 of this report.

Finally, 5 individual online interviews were also conducted to explore and clarify findings from
the survey and discussion groups, as well as to dig deeper into some of the themes that were
identified from the initial findings. To read the interview topic guide, please see section 8 of

this report.

The data presented in this report is a combination of the findings from each phase.

Research limitations

This research provides a snapshot of the activities and opinions of a sample of non-profit and

grassroots organisations over 3 months in 2024. We identified some limitations to this work.

Generalisation

We intentionally invited a specific group of organisations with social and/or environmental
missions. The overall sample size was small, limiting the generalisability of the findings, which
cannot be taken as representative of the whole sector. Despite efforts to stress that this
research was interested in both the use and non-use of Al the survey had fewer organisations

that did not use generative Al
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Some organisations declined to participate, citing no generative Al use and uncertainty about
how they could then contribute to the research. The lower rate of non-generative Al users
choosing to engage in the research may have disproportionately skewed the findings of high

levels of use in the sector.

Focus on generative Al

The term ‘AT’ is often broadly used to describe any digital fechnology in public discussions.
This research explicitly focuses on generative Al rather than any Al tools, in order to narrow
the scope. Generative Al tools are also easily accessible to non-expert audiences. Yet, during

the research, many participants used the terms AI and generative Al interchangeably.

We have still included data where participants talked generally about AI to highlight that
people’s use and understanding of these terms are constantly changing. With the increasing
integration of generative Al tools in existing software, the definitional boundaries surrounding

such terminology will continue to evolve.
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5. Key findings

This research finds that 78% of organisations surveyed report using generative Al in some
capacity, although use cases varied considerably. Discussion groups and interviews explored
the nuances regarding factors influencing the use or non-use of these tools. Organisations’

engagement with external Al discourse was also examined.

We analysed data from all research methods, and have grouped key insights related to the

research questions into 4 thematic areas:

1. key drivers of generative Al use
2. generative AI governance issues
3. generative Al readiness

4. perspectives on the use and design of Al

Key drivers of generative Al use

Survey results show a clear trend of organisations wanting to increase their efficiency and
productivity. In discussion groups, the topic of accessibility also surfaced. Here, we explore

these 2 key drivers of Al use in more detail.
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Generative Al for efficiency and productivity

In the survey, 71% of organisations state that their main motivation for using generative Al
tools is to work more efficiently; this is followed closely by the need to save money by
delegating tasks to save labour costs. Generative Al is being deployed across a variety of
different tasks, most notably in advertising, marketing, PR and communications, alongside
research and development. There were a variety of use cases from organisations, from
producing text for reports and media content, helping with admin and project management, to

generating ideas on a new topic or creating images.

Figure 1: Has your organisation ever used any generative AI tools in the following
areas?

Organisations can select more than ene option

Advertising, marketing, PR, comms S
Research and development

IT, digital services and tools
Information management

Service design -

Fundraising

Finance and accounting

Percentage of sample

Source: We and AI survey, n=40
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Figure 2: What activities does your organisation use generative AI for?

Organisations can select more than one option

Producing text such as helping with emails,
media content, reports

Generafing ideas

Helping with administration, project
management

Creating images or graphics -
Generating meeting summaries
Assisfing with funding applications or
processes 7|

Helping fo conduct research -
Summarising or analysing dafa -
Providing translations -

Personalising communications
Directly supporting people we serve
Tracking service delivery and operations -

Recruitment -

~J

o

10 20 30 40 50 60

Percentage of sample

Source: We and AI survey, n=40
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i

90
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Figure 3: What are your organisation’s motivations for using or considering generative
AI tools?

Organisations can select more than ene option

Instructed to by funders / board/
mangagement 7

Not sure

s we have

Reach out to individuals or gro
/ connecting with =

difficu

Improve our brand or raise our profile -

Access expertise not otherwise av

Serve more people -

Fill gaps in workforce or volunteers -

Concerned about falli
opportunifie

Delegating tasks fo save labour costs -

Work more efficiently or quickhy -

10 20 30 40 50 60 70 80

Percentage of sample

Source: We and AI survey, n=46

Many organisations are excited by the opportunity to use generative Al tools, which they
frame as free cost-cutting devices easily accessible in a highly uncertain financial
environment. Some are using generative AI with enthusiasm, seeing these tools as able to

lighten their workload and help deliver their services.

A local befriending organisation said:
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“As you can imagine, there’s about 160 people we’ve got to call every week, and we’ve got a
team of about 20 volunteers. So, we just use Al to generate prompts for chat, so that they’re

not asking every single week, ‘Did you watch Coronation Street last night?™

An interviewee said:

“We see Al as a massive opportunity, as our economic predictions have been bang on so far
sadly and that we will not see any improvement in funding in the foreseeable future [...] Al is

possibly the biggest opportunity we’'ve seen in decades.”

Additionally, these tools are seen as something novel to explore, rather than having a clear
rationale for use, ‘it’s there, rather than by design’ (discussion group participant); just under
half (48%) of survey respondents are using these tools to experiment. While smaller
organisations tend to use free and widely available tools, a couple of large organisations are
using bespoke Al tools, either developed in-house or procured specifically based on their

research and data analysis capacities.

Generative Al use is often driven by changes to default settings in existing software, as some
generative Al tools are becoming embedded into existing platforms that organisations use.
Embedding AI tools within existing platforms is not a new trend; such an approach aims to
enhance users’ experiences of platforms or tools, with promises of saving time and sparking
inspiration. This ‘there-by-design’ concept may enhance people’s curiosity to test out or

experiment with these tools. Yet it also raises concerns about agency and informed decision-
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making.

Over time, it may become difficult for organisations to make critical decisions or opt out, as
changing platforms might be time and resource intensive, made worse by the fear of losing

existing work due to a lack of collaboration or interoperability between different software.

Generative Al and accessibility

Accessibility was a recurring theme in discussion groups; many organisations consider
generative Al tools as helping to ‘level the playing field’ by removing barriers in administration

and service delivery. The accessibility benefits of Al are outlined in various ways.

Organisational staff with accessibility needs are using generative Al tools to support them to

work more effectively, in similar ways to a personal assistant.

A discussion group participant, director of a community organisation, with no income,

said:

“We [the organisation] are very new, so I [as the founder] use AI every day. It’'s my personal
assistant. I also have disabilities, so I use AI to help me in regards to being more independent
with running the organisation. So, for me, the benefit of using it is that I'm actually able to
deliver for my members, I know I wouldn’t be able to deliver as well if I didn’t have the

support of AL”
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Others can make their services more accessible to their beneficiaries through using generative
AI tools. This includes generating closed captions, creating written summaries in an accessible
language, using automated translation for non-English speakers, and generating alt-text for
images posted on social media accounts. Some organisations have even extended their
services by using generative Al tools. For example, an organisation that has made their AI
chatbots available to use 24/7, means beneficiaries, many of whom work multiple jobs and
cannot reach the organisation during working hours, can access information about their

services at any time.

A discussion group participant, head of AI/digital for a large charity said:

“A lot of people who might be working two jobs or working one job aren’t free to get on the
phone for hours and hang on hold or go to an office during working hours. So, if you have the
ability to serve people digitally, you have the ability to serve people at the time that suits

them, which may not be office hours.”

Yet across all accessibility benefits that participants cite generative Al as supporting, wider
economic constraints drive the reasons for use. Generative Al tools are seen as solutions to
save costs, providing services that would normally be financially unobtainable for many
organisations, such as translation services, proofreading or night staff. Organisations make
efficiencies by saving time when delivering services and not recruiting additional staff.
Nevertheless, we can question whether such cost efficiencies and accessibility benefits are

overshadowing ethical considerations organisations could consider when deciding whether to
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use generative Al, paying particular attention to whether the use of these tools aligns with

their organisational mission.

Considerations

Our exploration of how and why non-profits and grassroots organisations are using

generative Al has led to the following recommendations for consideration.

Non-profit and grassroots leadership

e Evaluate how financial or budget resourcing and decision-making might change in the
context of a growing reliance on generative Al tools, if prices are raised or access to
such tools is restricted.

e Consider the impact on longer-term service delivery and staff development of using

generative Al to replace human interactions.

Funders and/or supporting bodies

e Consider to what extent efforts to support non-profits to use generative Al to increase
productivity might be better spent on finding solutions to the challenges which are
driving the need for greater efficiencies.

e Consider what support or mitigations are needed for organisations who are not using

generative Al or are not able to use it as effectively as others.
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Sector collaboration

e Work together to model how the longer-term value of generative Al can be calculated,
rather than focusing solely on instant time or cost savings. For example, if generative Al
is being used to speed up both bid writing, and bid assessing, does this result in time

savings if more bids need to be written and evaluated to compete for or award funding?

Generative Al governance

In order for generative Al to be used responsibly within any organisation, governance
structures, in the form of ethical principles, frameworks, policies and guidelines, are needed to
safeguard stakeholders and protect the organisation (Mucci and Stryker, 2023). In 2021 the
UK signed up to UNESCO’s intfernational framework to shape the development and use of Al

technologies, based on a human rights approach to AI (UNESCO, 2021).

There is a ‘pro-innovation approach’ (GovUK, 2023) to AI policy in the UK which means that,
unlike the EU, the country favours relying on existing regulators to police the use of AI by
organisations, instead of passing new laws (European Parliament, 2024). It is therefore largely
left to individual organisations to determine how to use Al responsibly. Against this
background, we explored how non-profit and grassroots organisations are approaching

ethical challenges related to the use and governance of Al
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Generative Al policies

To understand how generative Al is being used in organisations, we looked at the ways it is
managed at an organisational level. There is a large difference within the sector concerning

which organisations have generative Al policies and guidelines in place, and which do not.

Figure 4: Does your organisation have policies or guidelines in place relating to
generative AI?

Source: We and AI survey, n=51
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Most organisations (73%) surveyed do not have Al policies or guidelines in place.
Organisations with £1 million+ in income are more likely to have AI policies or guidelines

already in place, compared to organisations who have smaller incomes.

Figure 5: Number of organisations by income and whether they have policies or
guidelines on generative AI

BY=s BNo @ Unsure

No income -

£0 - £10,000
£10,001 - £50,000
£50,001 - £100,000
£100,001- £500,000

£500,001 - £1m

£lm+

Number of organisations

Source: We and AI survey, n=51

Organisations with larger annual incomes can spend more time and effort on creating Al
policies or dedicate additional resources to commission external support with this task. This in

turn can lead to more strategic and defined organisational use of generative Al

A discussion group participant, head of AI/digital at a national charity with £1 million+

income, and generative AI policies in place, said:
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“We have a statement on how we use it. We have some risk assessments on what use cases

we might actually have.”

Larger organisations also have the resources to create specialist roles dedicated to AI and
digitalisation. Such roles are essential in creating direct lines of leadership and accountability
between strategy and implementation. As AI cuts across, and can be integrated into, many
functions of an organisation, dedicating responsibility and resources to a specific Al role
promotes and allows for a wider understanding, integration and adoption of relevant tools

across an organisation.

A discussion group participant, head of AI/digital at a national charity with £1 million+

income, and generative AI policies in place, said:

“I was at an event on Al in recruitment, where we were looking at how Al is being used in the
systems that we’ve got for the front-end of our recruitment and how that ties into our EDI
practice. So, we’re trying to kind of embed it a bit in all the discussions, rather than have it
separately, because it is definitely the scary new thing that people are either really excited

about or really terrified about.”

Smaller organisations, however, tend not to have policies or guidelines in place, engaging with
generative Al in experimental ways without much restriction. Smaller organisations also
highlight how they lack the capacity, resources and knowledge needed to create relevant Al

policies and guidelines.
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A discussion group participant, director at a local organisation with £500,001-£1 million

income, and no generative Al policies, said:

“We are a grassroots organisation, we have no plan as to how we’re going o use this
[generative AI] at the moment. It’s just lending itself quite nicely, and we’ve got absolutely no

thoughts at the moment as to how we need to control that.”

A discussion group participant, senior leader of a specialised team at a national charity

with £1 million+ income, and generative AI policies in place, said:

“I kind of need more capacity in my team. So, having someone who focuses on AI, and maybe
that’s somebody just in general, in our organisations, about innovation. Having someone to
look outwardly, to work with us, because it’s another thing that’s added to my team. And it
[AI] is fine, it’s exciting but we have a tiny bit of fime to be able to work with it, which feels not

enough.”

The divide between large and small organisations is clear and can be cut across economic
lines. Larger organisations give greater scrutiny to inform organisational AI use, whilst smaller
organisations tend to use AI without any organisational frameworks, often personal

judgement serving as a guide.
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Balancing values with perceived imperatives

Many non-profits face a dilemma in navigating the ethical dilemmas that surface when

exploring generative Al use.

While there is a broad consensus among participants that the sector as a whole is ‘values and
ethics driven, and any decision making should be flowing from this understanding’ (discussion
group participant), many organisations are still using generative Al, despite being aware of

the ethical concerns surrounding these tools.

The survey reveals that organisations share multiple concerns about generative Al
Interestingly, organisations that are already using generative Al still highlight an array of
concerns about such tools from data privacy and security, and accuracy, to representation

and bias in data, and automated decision-making.
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Figure 6: Has your organisation discussed or identified any concerns relating to
generative AI?

Organisations can select more than ene option
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Rather than being unaware of the potential risks, it appears that, for some, the economic and

efficiency advantages of using such tools may outweigh ethical concerns.

A discussion group participant in an organisation working with immigrant and refugee

communities, using generative AI daily, with no generative Al policies, said:

“I feel like I still don’t have that trust yet with AL, maybe because I don’t know enough about it

or we haven’t been told enough, just how secure our information is when using it. We're quite
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apprehensive, but we still do want to implement it because it does help quite a lot with our
admin and speeding everything up, you know, and helping as many people as we can because

it cuts down a lot of time.”

Wider economic pressures appear to be so strong for some that generative Al is framed as a
‘necessity’ to support organisational survival. However, we can also question whether
organisations are broadly concerned about generative Al in general, or whether they are
worried that they lack the skills and resources to mitigate potential risks arising from these

tools, meaning that their current usage feels uninformed or irresponsible.

A discussion group participant in a grassroots organisation, using generative AI daily,

with generative AI policies in place, said:

“Al replaces at least 3 people... ethically and morally, I don’t feel great about it, but due to the
lack of support and funding for charities, the choices I have are: there’s no organisation or to

use what’s there.”

Some organisations are using generative Al, despite recognising how such tools are in direct
opposition to their organisational mission. For some, this means limiting the use of such tools

to certain tasks and avoiding some altogether.

An interviewee in an organisation working with immigrant and refugee communities, with

no generative Al policies, said:
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“We’re a very values-driven organisation. So whenever we’re designing something, whether
that’s a piece of content or those translations it has to kind of encompass a lot of nuance... if I
was to type ‘human trafficking’ into Canva, using the AI-generated image function that it has,
I know it will come up with something that’s quite voyeuristic, quite explicit, and that’s not the
kind of stuff that we use in our work. In fact, we’re very anti that and campaign against the

use of that kind of imagery.”

Others are using generative Al tools frequently, despite acknowledging wider systemic
damage that contradicts their organisational purpose; such tension is clearly a difficult trade-
off. An environmental charity voiced serious concerns about generative Al tools’
environmental domage, resulting in increased water and energy usage and carbon release.

Yet, this organisation still uses generative Al in their work daily.

A discussion group participant in an environmental charity, using generative Al daily,

with generative Al policies in place, said:

“We are really concerned about the significant increases in water and energy usage that’s

associated with the data centres that host these AI tools that we use.”

Whilst just under a quarter of organisations surveyed highlighted environmental concerns
(24%), when exploring this further, discussion groups thought that this result is due to many

organisations not being aware of AI's environmental footprint.
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Five organisations surveyed stated that they are not using generative Al tools; the main
reasons cited for this are that their service users would not like it and that they are unaware of

the potential benefits.
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Figure 7: What are the main reasons your organisation is not using generative AI tools

or has decided against it?
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Only one organisation, which was engaged in an interview, is actively not using any generative
Al They see an inherent contradiction between using such tools and their organisational
values, expressing ethical concerns on how biases in data used to train such tools may

perpetuate existing biases in society.

An interviewee in a grassroots organisation working on community building and social

justice, with generative Al policies in place, said:

“We have a sort of policy against the use of Al Broadly speaking, we view AI as a potentially
quite negative aspect of current cultural development, and so we plan to sort of policise

[create a policy for] the lack of use of it.”

Overall, most organisations were aware of the many ethical issues and concerns relating to
generative Al use. Despite these, most still engaged with such tools. This contradiction
between organisational actions and values may reinforce the argument that, for many, the
instant benefits these tools provide are too good to ignore, particularly when leading

organisations in fimes of economic precarity.

The intention-action gap

The tension between the use of AI and an organisation’s missions, values or objectives is not
too distinct from what has been dubbed the ‘intention-action gap’ in for-profit sectors (Skeet

and Guszcza, 2020). This gap occurs when an individual’s values, attitudes or intentions do not
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match their actions (Aibana et al., 2017). The gap between organisations’ desire to act ethically
and their understanding of how to follow through on their good intentions has been a popular

point of discussion in various circles, from sustainability to innovation (Aibana et al., 2017).

In the AI field, this gap is striking. While it is tfrue that Al ethics has been gathering interest
from governments, industry (McKay, 2023), academia (Lynch, 2023) and the media (Corréa et
al., 2023), in an attempt to ensure that Al tools are deployed safely and responsibly, when it
comes to putting ethical practices into action, there seems to be uncertainty on how to follow
through on these principles (Munn, 2023). This may be because Al is a fast-moving and
emerging technology, in which the full capabilities are not fully realised, and societal harms
not fully understood, measured or mitigated. It is interesting to explore the extent to which an

intention-action gap regarding Al exists within non-profit and grassroots organisations.

Whilst there is an expressed sense of inevitability regarding AI developments, participants
struggle to understand and reconcile the technical benefits of using generative Al tools with

the moral dilemmas that also emerge.

A discussion group participant, head of AI/digital at a large charity with generative Al

policies in place, said:

“I think there’s a lot of tensions... I do ethics assessments and algorithmic auditing, and I think
what’s the real challenge is trying to weigh up different ethical concerns against each other.

It’s actually really difficult because you could say, on the one hand, this might help more
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people. But if it helps more people but increases the outcome gap even slightly, is that okay?

Like, how comfortable are we with that?”

A discussion group participant, senior manager at a charity with no generative Al

policies, said:

“And this whole idea of arguing against something that’s coming and then it’s more a case of
then having conversations on how best to use it, rather than trying to stop the inevitable...
That’s a societal thing because you know it’s coming, but how do we best apply it? How do we

best use it ethically and morally?”

Individuals found it difficult to have organisational conversations about Al ethics and
guidelines when there are varying levels of digital and Al literacy present in their teams, or

when team members are particularly fearful of new technologies.

A discussion group participant, senior leader at a charity with no generative Al policies,

said:

“There’s a lot of debate going on at the moment, not meaningfully because, ultimately, people
are sort of brainstorming. It doesn’t feel like a debate... that’s going to have a meaningful
action at the end of it, other than just the general, trying to raise understanding of what the

hell that [AI] means, and what does that mean for us as an organisation?”
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There has also been some criticism that the terms ‘responsible AT’ and ‘trustworthy AI” are
being used as buzzwords. Such terms are ill- or undefined, with little consideration as to how
they are to be implemented and measured (also known as ‘ethics washing’), yet their usage
persists allowing individuals and organisations to be perceived as value-driven (Browne et al.,
2024). Whilst this framing and subsequent critique is especially prominent in the technology
sector (Browne et al., 2024), we see that it has also been carried over into non-profit and
grassroots fields. Some organisations in this research voiced their concern that organisational

AI guidelines are perceived as simply tick-box exercises without leading to meaningful action.

A discussion group participant, senior leader at a charity with no generative Al policies,

said:

“There’s the whole ethical piece around that, that comes in. We don’t want it as a tick-box, we
want it as something meaningful... [AI ethics] is being used as a buzzword, ultimately. And I

think we’re going to hear it again and again over this year, just because of the political cycle.”

Even if organisations are concerned about the potential dangers of generative Al tools and
want to act ethically, a lack of clarity around what it would mean in practice is a challenge.
Using generative Al in line with organisational values or mission becomes even harder when
the majority of organisations in this research do not have generative AI guidelines or policies
in place. For some organisations, truly following their organisational values might mean
stopping using generative Al tools altogether. However, this may prove challenging given the

financial incentives to use such tools and the ease at which they are embedded across
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common digital platforms.

Important questions remain as to how non-profit and grassroots organisations can develop
realistic approaches to engaging with Al ethics, given the lack of resources or internal
expertise. Yet it is paramount that the sector critically engages with such questions,
developing strategies that explore the extent to which these tools can be used in line with their

organisational values or mission statements.

Generative Al and trust

The question of trust in the context of Al is contentious. What trust means to different Al
stakeholders, and how this meaning is applied in different contexts, will vary significantly. For
Al innovators, increased sales may be an indicator of people’s trust in their products or
services. For users of Al tools, trusting AI may be deeply entwined with wider narratives on Al

data, and technology.

Trust is also a question of accuracy, how accurate or robust outputs from Al tools are.
Generative Al tools are often described as being prone to ‘hallucinate’, a term describing when

a generative Al tool produces outputs that are false or inaccurate (Maleki et al., 2024).

Yet the term ‘hallucinate’ is somewhat misleading as it implies that generative AI understands
language or the prompts it is given, but sometimes is inaccurate; whereas any results from

generative Al tools which do not reflect a source of external objective truth simply reflect the
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tool’s function to predict ‘the likelihood of different strings of word forms’ based on the texts
on which the system has been trained (O’Brien, 2023). This prediction is a feature of such tools
which cannot be eliminated; as such, users cannot trust that generative Al tools will always

produce accurate outputs.

However, non-profit organisations need to be trusted by their service users, beneficiaries,
donors, funders and the wider public (Lalak and Harrison-Byrne, 2019). Therefore, the use of
generative Al by the sector must not undermine its reputation. In what follows, we delve into 3

trust-related themes present throughout the research:

e trust in generative Al outputs
e trust in how data is processed by generative Al tools

e disclosing the use of Al tools.

Trust in generative Al outputs

70% of survey participants who are using generative Al said they ‘somewhat’ trust outputs of

generative Al tools while none completely trust outputs, only 23% rarely trust these tools.
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Figure 8: Do you personally trust the outputs from the generative AI tools your
organisation is using?

Yes, completely

Percentage of sample

Source: We and AI survey, n=40

When exploring this further, we found that trust was heavily dependent on the context in which
the tools were used. This reflects research findings from other organisations. The Public
Attitudes to Data and Al survey of over 4,000 adults in the UK revealed that how trustworthy
Al is considered depends on the organisational context within which such tools are deployed

(DSIT, 2023).

For some common tasks, such as generating a funding bid, or drafting social media posts,
many organisations are critical of the outputs produced and review the material. This is largely
due to concerns around biases, accuracy or misinformation, as well as ensuring their

organisational ‘ethos’ is prominent within the generated text.

A discussion group participant, senior leader of an environmental charity with generative

AI policies in place, said:
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“Misinformation is a big concern for us, in terms of the credibility of what we put out with

generative Al tools.”

A discussion group participant, director of local organisation working on health equity

with no generative AI policies, said:

“When you’re trying to apply for funding, you want the human, emotional aspect to try to
come through a bit more in the applications... generative Al is going to be using, perhaps,

fancier language which may not or may sway the person looking at your application.”

If an individual is confident in their knowledge and understanding of the context within which
generative Al is being used, they can judge the accuracy and quality of the output, before

deciding if they trust the tool.

An interviewee, senior leader at a national charity with generative Al policies in place,

said:

“if I was fo use Al as a partner in say quantum physics. This is a topic which I know very little
about. I would not feel confident that I could trust the output that I could get out of the Al
there because I would have more difficulty verifying it and I wouldn’t be able to... interpret
what was coming back... I can only trust it where I’'m supervising it to do tasks where I'm

pretty confident what good looks like.”
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Furthermore, fears of losing the trust of others due to not being seen as ‘authentic’ guide

some organisations’ generative Al use.

A discussion group participant, director at a local community organisation with no

generative Al policies, said:

“I would not actually want to use it for a website either, based on the level of frust that we
actually want persons to have in us when they have a look at what it is that we are offering.
We don’t necessarily want a situation where people look and all they can see is something that

looks completely fake.”

When organisations spend time reviewing and amending the input and output of generative
Al tools, additional time and expertise are needed to do so. This process is often referred to as
‘human-in-the-loop’. However, as this phrase seems to ascribe responsibility to the machine, it
can perhaps better be thought of as what American computer scientist Ben Shneiderman

refers o as ‘humans in the group; computers in the loop’.

Trust in how data is processed by generative Al tools

There was a lack of trust in generative Al tools deployed within sensitive contexts, such as
working with survivors of domestic abuse or appealing an immigration decision. The level of
scepticism for use in such cases is partially connected to issues of consent around personal

information and privacy, especially when external parties are involved.
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